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Figure 1: (left) two participants engaged in HyperDrum, and (right) interactive virtual environment for hyperscanning

ABSTRACT
Hyperscanning is a method to detect if brain wave synchronicity
exists between two or more individuals, which is usually due to be-
havioral or social interactions. It is usually limited to neuroscience
studies and very rarely used as an interaction or visual feedback
mechanic. In this work, we propose HyperDrum, which is about
leveraging this cognitive synchronization to create a collabora-
tive music production experience with immersive visualization in
virtual reality. We let the participants wear electroencephalogra-
phy (EEG) head-mounted displays to create music together using
a physical drum. As the melody becomes in synced, we perform
hyperscanning to evaluate the degree of synchronicity. The pro-
duced music and visualization reflects the synchronicity level while
at the same time trains the participants to create music together,
enriching the experience and performance. HyperDrum’s main goal
is twofold; to blend cognitive neuroscience with creativity in VR,
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and to encourage connectivity between humans using both art and
science.

CCS CONCEPTS
• Human-centered computing → Collaborative content cre-
ation.
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1 INTRODUCTION
Synchronized movements can be observed in activities like dancing,
yoga, and so on, where the performance level is governed by the
experience of the user. New users would most definitely take longer
to learn specific movements, whereas experienced users who have
undergone intensive training are usually in sync with the crowd’s
movements. If we measure the brain signals of two individuals
performing the same action at the same time while facing each
other, we find that the alpha waves (8 - 13Hz) peak at the same time
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with very low deviation between them. This is the core concept
behind hyperscanning, which is the possibility of synchronized
brain waves when two or more participants are measured at the
same time. This leads us to believe that sycnhronicity in the brain
waves could potential allow us to learn and perform better for
collaborative activities.

Leveraging this, we propose HyperDrum, which is a creative,
collaborative music production tool in virtual reality. When the
participants’ brain signals are synchronized, the quality of themusic
increase and so does the visualization to create an interactive piece
in virtual reality that is an amalgamation of each participant’s
unique style and sense of creativity.

2 RELATEDWORK
The concept of simultaneous brain wave measurement was first en-
visioned by Duane et al. [Duane and Behrendt 1965] who wished to
understand extrasensory communication between twins. However,
hyperscanning was only coined by Montague et al. [Montague et al.
2002] who performed simultaneous functional magnetic resonance
imaging (fMRI) scan on two participants playing an interaction
game. In this approach, in can be said that the game actually in-
duces brain syncronicity, thus effecting the performance of the
individuals playing the game.

A very recent paper in fact demonstrated hyperscanning when
two professional violinist performed together [Vanzella et al. 2019].
It was found that the region of the brain activates similarly between
the two violinists, suggesting that they were in synced with each
other. In HyperDrum, we wish to use a virtual music creation tool
to induce synchronicity, then provide continuous audio and visual
stimulus to increase the quality and performance of the music
production, as well as improve the experience for the participants
to let them experience a music piece that can only be achieved with
hyperscanning.

Figure 2: Hyperscanning using OpenBCI EEG headset

3 IMPLEMENTATION
Hyperscanning in virtual reality is achieved using a pair of EEG
sensors. For our demo, we use two LooxidVR headmounted displays
which comes equipped with a 6-channel EEG sensor that samples
at 1000Hz. For synchronicity to be achieved, a pair of individuals
need to share the same motion or interaction after a period of time,

such as a simple finger-moving task [Yun et al. 2012]. Based on
this, our drumming task is used for this particular task, while also
enriching the experience of music creation and bridging the gap
between art and science.

Firstly, we arrange everyday objects, such as bowls and chop-
sticks to be used as musical instruments (3 bowls per person, rep-
resenting 3 drums). We trained a model to recognize the sound
source when hitting each of these bowls with a piece of chopstick
(used for the drum stick). The sound source used is the Mel-Scale
Log Spectrum (MSLS), which is the log power spectrum at the Mel-
Frequency Domain given a time window of 1 second [Kumon et al.
2007]. We used the support vector machine (SVM) classifier to then
train the model. For the EEG signals, we calculate the band power
of the alpha channel (frequency range from 8-12Hz) taken from
the prefrontal cortex, which best reflects the emotional expression
and sense of creativity, of the participants and compare them. Af-
ter preprocessing the signal, we then calculate the Phase Locking
Value (PLV) from both participants to compute the synchronicity
rate. Both the output of the sound classifier and the computed syn-
chronicity rate are them piped to the virtual environment which is
built using Unity. The virtual environment is shared among both
participants and requires an internet connection.

4 EXPERIENCE
Both the participants are seated in front of a table with everyday
objects placed on them. We pre-train the model to recognize the
sound sources from these objects. Then, each of the participant
puts on the HMD and holds a VR controller strapped to another
normal object representing the drum stick. As the participants begin
playing the music, the initial audio output is underwhelming, as
visual guide is used to improve the performance to be in syncedwith
each other. As the participants slowly learn and get used to it, their
brain waves will also gradually synchronize due to audio, visual
and motion cues. Eventually, the resulting music piece improves
with audio visualization used to reflect their performance. The
entire demonstration will take no longer than 5 minutes with two
simultaneous participants each time. For the demonstration, we
will improve on the visualization and music quality to deliver a
more immersive experience.
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