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ABSTRACT
Dementia describes a syndrome of cognitive degeneration, and Be-
havioural and Psychological Symptoms of Dementia (BPSD) is the
non-cognitive symptom. BPSD can be improved by care services.
To aid better care service, we explore the potential of using Aug-
mented Reality (AR) to support dementia education for medical
workers in three steps: (1) We explore medical workers’ perspective
on dementia care lived experience and XR, (2) we co-design an
educational experience containing an AR-based application and
a 5-min activity with medical workers, (3) we evaluate the effec-
tiveness of the system through a mixed method study. Our result
shows that the AR experience successfully touches participants,
and motivates them to reflect on the provision of care service. On
this basis, we discuss the elements and challenges of designing
XR-enabled dementia education for users unfamiliar with novel
technology, and the potential of using XR in clinical education.
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1 INTRODUCTION
With over 50 million patients worldwide and an estimated increase
of 10 million per year, dementia has become a world health crisis
of physical, social and economic impacts1. Most types of demen-
tia are neurodegenerative [35], yet the non-cognitive symptoms
- Behavioural and Psychological Symptoms of Dementia (BPSD),
is prevalent in people with dementia (PwD) regardless of the sub-
category [88]. BPSD can be alleviated by care services [111, 114],
but caring for PwD is not easy. Current dementia care worldwide
faces challenges including heavy financial cost [30] and the related
time consumption [45], limited access to specialists [39], and the
1 https://www.who.int/news-room/fact-sheets/detail/dementia
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lack of a dementia care protocol [30]. Therefore, more investment
into dementia care is being called for [93, 114]. Quality of educa-
tion is pivotal in dementia care because the quality of care service
depends primarily on the caregiver’s skill and knowledge about
dementia care [105]; while alternatively, insufficiency in practical
experience and professional knowledge can result in aggravated
BPSD [113]. There are several attempts to mitigate the educational
gap in dementia [2, 3], yet dementia education faces obstacles. For
example, temporary staffing of caregivers [39], medical worker’s
physical and mental well-being [24], and the efficacy of applying
theoretical knowledge to practical settings [103].

Technology offers a new opportunity because it is more enjoy-
able, has less geological restriction, and promotes creativity likewise
interactivity [1, 85]. Themainstream formats of technology-enabled
dementia education include online courses [13, 47], interactive dis-
cussion [67], and hybrid methods [23, 43]. Convenience and flexibil-
ity are the key benefits of using technology in dementia education
[75], while more technology-enabled approaches and their benefits
are still to be explored. The potential of using XR to assist demen-
tia education has been investigated in the past few years, such as
task-orientated nurse role-play VR game for student nurse [31],
VR dementia simulator focused on PwD daily scenarios [53], as
well as using AR tracking technology and dolls as virtual PwD for
dementia care training [46]. Nevertheless, little is known about
the design process of using Extended Reality (XR) technology in
dementia-related education. To mitigate these gaps, we raise these
research questions:

RQ1: What are the design considerations for XR-enabled demen-
tia education?

RQ2: How do medical workers perceive XR-enabled dementia
education?

RQ3: How effective is a simulation of dementia stakeholders’
lived experience in impacting its user, and what is its potential in
dementia care?

To answer these questions, we frame our work in three phases. In
Phase I, we conduct a series of workshops to inquire about medical
workers’ lived experience in dementia care, and understanding of
XR technology through thematic analysis [18]. In Phase II, we carry
out our first Experience Prototype [20] functioning in Augmented
Reality (AR) and VR. We use Unity engine to create the digital
contents that represents the general visual and audio changes of
Alzheimer’s type of Dementia (AD). For the AR experience, the
digital content is rendered in real-time using iPhone 12 Pro camera
and microphone; the hardware is a combination of the iPhone, a
head-mounted display (HMD) and a pair of Apple EarPods with
Lightning Connector; a scenario was designed in which the user
is asked to perform tasks wearing the prototype. For the VR ex-
perience, we design and record a scenario using a RICOH THETA
360° camera and layer the digital contents; the hardware choice
is a Meta Quest 2 HMD. We recruit the participants from Phase
I to try both experiences in a pilot test. Based on the results, we
elicit the educational elements of the VR experience and merge
them into the AR experience. We underline that users can pair
their experience towards the session to PwD’s behaviours they see
in hospital, which drives them to reflect on their provision of the

care service. In Phase III, we do a mixed method study with 16
medical workers. We carry out before and after questionnaires to
evaluate empathy and emotional response, and a semi-structured
interview afterwards. Throughout the study, we receive insights
about the potential of using the AR prototype for dementia-friendly
environment improvement.

To summarise, our work makes the following contributions: (1)
We co-design a dementia education AR experience with dementia
care stakeholders, (2) we gain empirical insights about the potential
of using an XR-enabled system in clinical dementia education, (3)
we analyse the relationship between novel experience and self-
reflection in the setting of dementia education.

2 RELATEDWORK
2.1 Dementia and BPSD
Dementia is a broad spectrum of progressive cognitive disorders.
With one new case every 3 seconds [4], it is estimated that in 2019
there were 57.4 million PwDworldwide, which will increase to 152.8
million by 2050 [77]. There are various categories of dementia: most
commonly Alzheimer’s disease, vascular dementia, and Lewy Bod-
ies disease; BPSD is prevalent in the dementia population in spite
of the subcategory [28]. BPSD is often grouped into affective symp-
toms (e.g. depression and anxiety), hyperactivity (e.g. agitation and
aggression) and psychosis (e.g. delusions and hallucinations). It is as
clinically important as cognitive symptoms since it is strongly cor-
related with the degree of functional and cognitive impairment [21].
BPSD has become one of the major reasons for emergency room
visits [78] and institutionalisation [22], and efforts on treatment
have been explored. There are many approaches to treat BPSD, in-
cluding non-pharmacological interventions [80], pharmacological
treatments [71], and effective care services [66, 106].

2.2 Dementia Care, Education, and Caregiver’s
Wellbeing

Global public health institutes are striving for better dementia
care services [2, 3, 5]. Nonetheless, barriers to dementia care still
presents – economic inequality [62], belated diagnosis [86], and
the accelerated demand for a dementia-oriented care system distin-
guished from the other caring home [108]. To construct a dementia-
oriented care system, expert knowledge and skills are crucial, yet
little is known about the current dementia education system that is
supposed to lead to proficiency [19]. Robinson et al. [87] surveyed
443 care staff and family members of PwD on their level of dementia
knowledge and found significant knowledge deficits in both formal
caregivers and informal caregivers or family. A systematic review
of nurses’ knowledge towards dementia care [32] pointed out that
besides knowledge, nurses have insufficient communication skills,
management strategies, and confidence in providing care service
to PwD.

On the other hand, caregivers suffer likewise from patients’ BPSD
[64]. Schmidt et al. [96] ran a self-report questionnaire with 731 reg-
istered nurses on BPSD-related distress and discovered that BPSD
is a significant stressor with clear impact on nurses’ health and
work ability. Sakka et al. [90] tackled the family-to-work conflict be-
tween employed family caregivers and PwD with BPSD, and found
that BPSD is associated with family-to-work conflict for employed
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family caregivers. Chen et al. [24] investigated formal caregivers’
day-to-day challenges through a qualitative interview study and
found that formal caregivers struggle in the physical, emotional
and social aspects while their needs are invisible even to their social
connections. Hence, we should not forget that medical workers’
opinions and well-being are vital for quality dementia care.

2.3 Technology to Support Dementia
The technology community is offering new solutions to ease the
burden on PwD along with the people around them. For PwD,
applying technology in cognitive training has become a primary
focus [44, 59]. Secondarily, daily assistive tools like companion-
type robots [11] and physical sensors to predict falling [97] have
been explored. For the convenience of both PwD and caregivers,
researchers also investigated the feasibility of remote activity mon-
itoring [74] and daily task reminders for both patients [38] and
caregivers [36]. For dementia education purposes, there are endeav-
ours into the use of online learning modules with audio, video,
and interactive real-time text entry [47] or video vignettes [50, 84].
Another close technique is hybrid-style dementia workshop using
digital material and classrooms [23, 43]. However, a recent review
paper on applied technology in dementia care [73] points out that
social views about acceptability of new technology, as well as the
insufficient inclusion of end-user in early design and development
process are the key issues in the field of dementia technology.

At the same time, Experience-Centered Design (ECD) has been
adopted in a number of researches in the field of Human-Computer
Interaction (HCI) [10, 15, 109]. Narrowing down to dementia-related
works, previous works explored the possibility of co-designing with
PwD on different aspects: empathy [65], playfulness [17], sound-
based activities [48], art expression [58] and communication [110]
to improve patients’ quality of life. However, caregivers’ and medi-
cal workers’ needs have long been an additional factor rather than
the main subject of study in dementia in HCI. Stowell et al. [104]
examined the possibility of using exergames to encourage physical
activities and social connectedness of caregivers and family mem-
bers of PwD. Their result shows that the role inside the hospital
has a huge impact on design considerations for the exergame, in
addition to their access to physical activities and social connected-
ness. Waycott et al. [115] looked into medical staff’s perspective on
installing VR for care home residents. They concluded that there
is a need for new care ethics framework, not to mention the per-
spectives of those who will hold responsibility for operation of the
technology.

XR simulation has potential in medical education since the field
of medical and nursing training has been using simulation systems
for decades [8, 98]. Amongst the categories, VR has become a pop-
ular choice because of the proven positive effect of immersion and
presence – its core characteristics – on learning outcomes [51]. In
dementia education specifically, the use of VR simulation has been
explored in several practices. Wijima et al. [116] used a 360° movie
to simulate daily situations PwD faces. They examined informal
caregivers’ empathy towards the simulation and received positive
results about the quality of the relationship between caregivers and
PwD. Adefila et al. [7] designed a VR environment where medical
students perform tasks through an avatar of PwD, and found its

compassion effect on students towards patients. Kidd et al. [56]
developed a VR program allowing undergraduate students to expe-
rience nurse duties such as complete patient assessment, symptoms
identification and communication tasks. The program was shown
to be educationally effective. Alternatively, AR – with its real-world
focus – is commonly used to convey the educational experience
by enhancing reality. Hiramatsu et al. [46] fabricated a dementia
care training system with AR and full-body wearable sensors for
caregiver trainees, allowing users to interact with a soft doll as
a virtual PwD. Jones et al. [52] examined the feasibility of an 3D
brain visualisation learning AR app on medical students’ knowl-
edge improvement of dementia mechanism. Hamilton et al. [42]
and Wolf et al. [117] designed caregiver-orientated PwD-support
AR systems that displays real-time visuals and texts, which aims to
support certain PwD training and support tasks. Previous works
have shown that XR simulation is promising in the field of dementia
education. Nonetheless, most of the design methods and decisions
for these prototypes remain unknown. Based on the need for re-
inforced dementia education and more profound understanding
of medical workers’ perspectives, we aim to incorporate medical
workers’ lived experiences into an XR-enabled dementia education.

3 PHASE I: EXPLORING MEDICAL WORKER’S
PERSPECTIVES ON DEMENTIA CARE AND
XR TECHNOLOGY

We followed an exploratory research approach to invite a group of
former medical workers to a series of 3 activities to share their lived
experience with PwD, and perspectives on implementing XR in
dementia education. This phase serves two purposes. First, we want
to elicit design components for our prototype described in Phase
II (see section 4) from dementia stakeholders’ lived experience.
Second, we want to understand medical workers’ perspective on
implementation of XR in dementia education. Through this phase,
we tried to answer RQ1.

3.1 Methods
To explore the technical feasibility, design consideration, and de-
mentia education elements to be included in XR, we conducted
design workshops comprise of three activities:

Activity 1: A semi-structured interview guided by the first author.
We chose this approach as an initial step for 2 reasons: first, we
leveraged it as an icebreaker activity for participants to exchange
opinions with researchers; second, we wanted to elicit the dementia
care challenges they face. The goal of this activity was to gather in-
sights of the lived experience of dementia-related medical workers,
how they view the care services, and how they imagine XR can be
used in the system.

Activity 2: An XR device experience session, during which we in-
troduced XR-enabled devices in 3 formats: iPhone with HMD, Meta
Quest 2, and Varjo XR-3; and asked participants to experience all
three in VR (virtual) and AR (real-world) mode. We highlighted the
difficulty in installation inside the hospital and the price point for
each. The goal of this activity was to help participants to familiarise
with XR.

Activity 3: A design workshop and storyboarding activity, in
which we invited participants to describe 2 scenarios of medical



CHI ’23, April 23–28, 2023, Hamburg, Germany Shen et al.

Figure 1: Sketches of PwD’s FPV Scenario Design and De-
scribed by Participants in Acitivity 1: (a) PwD opens eyes and
sees the light; (b) PwD realises they are on a bed in a hospital;
(c) PwD watches as a medical worker enters the room; (d) the
medical worker gets very close to the PwD, the PwD also sees
there is IV drip on their arm; (e) PwD can see the medical
worker is doing something with the IV; (f) PwD stares at the
IV drip as the medical worker leaves.

worker-PwD interaction based on their lived experience: a good
one that PwD satisfies with medical worker’s assistance, and a bad
one which their BPSD is triggered by medical worker’s behaviour.
The goal of this activity was to collect design elements for the
prototype.

3.2 Participants and Procedure
We recruited five participants via online contact with a medical
professional organisation through a snowball sampling method,
between October 5, 2020, and January 13, 2021. Table 1 shows the
demographic information. Participants’ average age was 40.6 years
old (M=40.6), while 2 of them were male and 3 were female. Par-
ticipants were registered nurse (1), registered physiotherapists (2),
disaster medical operation staff in acute care hospital (1), medical
operation staff in elderly home (1); and the formal/clinical experi-
ence in healthcare sector was between 5 and 10 years. Participants
resided in Japan, but one grew up in China, another gained higher
education degree and clinical experience in the UK.

All activities were originally planned offline, yet due to institu-
tional Covid-19 safety measure concerns, Activity 1 and Activity 3
were carried out online because both activities involved long conver-
sation (above 15 minutes). Activity 2 required physical interaction
with the devices and was thus conducted offline. We proceeded
with the activity series chronologically between February 1, 2021
and June 9, 2021, of which each lasted about one hour. Participants
joined Activity 1 individually, Activity 2 in random pair, Activity
3 all together for participants’ time convenience. English was the
primary language used to conduct all activities and Japanese was
the secondary source of information.

Participants gave informed consent to this IRB-approved re-
search before the activity series started through digital method, and
were asked to give consent on paper at the beginning of the first
offline session.

Figure 2: Examples of Scenarios of Patient-Medical Worker
Interaction Designed and Described by Participants In Ac-
tivity 3: (a) Draft scenario 1: A morning check for PwD; (b)
Draft scenario 2: A problematic toileting behaviour of PwD;
(c) Draft Scenario 2: An evening wandering-around experi-
ence of PwD; (d) Mental Activity For Both Patient and PwD
in Draft Scenario 1; (e) Mental Activity For Both Patient and
PwD in Draft Scenario 2; (f) Mental Activity For Both Patient
and PwD in Draft Scenario 3.

3.3 Data Analysis and Methodology
We followed the 6-step approach of thematic analysis described
by Maguire and Delahunt [69] to process the data generated from
the four activities and disclosed relevant digital raw material to
elaborate the statements. Initially, 43 codes were identified under 9
themes. The data was later reviewed and refined to 24 codes under
3 main themes.

3.4 Results
Here, we present the three main themes crafted from the activities:
Lived Experience in Dementia Care, Dementia Education, and "What
if We Use XR?".

3.4.1 Lived Experience in Dementia Care. This theme discusses
the knowledge medical workers gain from clinical experience with
PwD. It highlights how challenging dealing with PwD could be
even for veterans.

Participants emphasised that skilled communication was a pow-
erful tool for treating BPSD. For example, when we asked "what is
the one thing you learn from dealing with PwD", one participant
highlighted that "Communication. I was from cancer center, there
was not much information about dementia, so I also doubted, but it
really works." (P3). Another participant commented "Keep in mind
basic human communication, you need to refrain from using techni-
cal terms.[...] When you are going to touch the patient’s body, you
need to explain each item beforehand." (P2). One participant further
elaborated that "Usually they have eye and ear problems too because
they are old, that is why you need to stand in front of them first, and
then talk." (P1). It is agreed by all participants that communication
with PwD requires certain techniques.

Participants also reported common PwD behaviours they en-
countered such as wanting to go home (P2, P4, P5), saying they can
see black hole on the floor (P4, P5), leave the bed with Intravenous
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𝐼𝐷 𝐴𝑔𝑒 𝐺𝑒𝑛𝑑𝑒𝑟 𝐸𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑛𝑑 𝑀𝑒𝑑𝑖𝑐𝑎𝑙 𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒

P1 48 F BSc Degree in Nursing, registered nurse (qualified in 1996), 7 years of clinical experience in university hospitals.
P2 49 M MSc Degree in Physiotherapy, registered physiotherapist (qualified in 2005), 9 years of clinical experience.
P3 40 M MSc Degree in Rehabilitation, registered physiotherapist (qualified in 2005), 5 years of clinical experience.
P4 33 F MA Degree in Social Welfare, 6 years experience in medical operation management,

specialised in operational improvement of elderly care services and dementia-friendly environment design.
P5 33 F BA Degree in Policy Management, 10 years experience in medical operation management,

specialised in medical cooperation and disaster medicine in highly acute care hospitals.
Table 1: Participants’ Demographic Information

(IV) infusion set on or pull out the IV (P3). To deal with these sit-
uations, one participant learned to "fix the IV set somewhere the
patient cannot see, e.g. from upper arm to head, and hide it under the
clothes ." (P3). Many observed problematic behaviours are classified
as BPSD, yet clinically BPSD is frequently confused with delirium –
a disorder of consciousness [14], as participants noted: "Can you
imagine what happens? The patient’s executive function is impaired,
but the staff misdiagnoses it as a consciousness problem and gives
them medicine." (P3); "[as long as the patient is saying something you
don’t understand, you will say this is delirium and give him medicine]
is not right, we should understand that PwD also do those things" (P5).
Misdiagnosis of BPSD can lead to overtreatment, and eventually
more burden on medical workers.

To correct this problem, more understanding of PwD and their
symptoms is crucial. One participant mentioned to "Think about
whether it is necessary to use IV each time, try to match the patient’s
pace." (P1). There was also a broad agreement to understand the
patient from the interaction with the patient (P1, P2, P4). One par-
ticipant detailed: "other reasons might also have a huge impact on
patients’ behaviours, like huge change within the day, recent habits,
lifestyle outside hospital etc." (P3). Therefore, it is important for med-
ical workers to stand in the shoes of PwD: "Suddenly being told by
unknown people ‘let’s go somewhere’ and taken is scary for PwD, and
then more medical staff gather together, and the PwD becomes more
nervous, and BPSD is triggered, we have to give them sedatives" (P4).
Dementia has diverse causes and myriad manifestations, and we
still have a long way to go to understand it.

3.4.2 Dementia Education. This theme centres around the clinical
dementia education participants had experienced. This includes
their perspectives on what is lacking and what can be improved.

We first inquired about the current clinical education formats,
and one participant identified the standard checklist [94] used in
the hospital. Because medical staff are busy, it is difficult to gather
them together to have lectures (P2, P4), the checklist can be used
flexibly while allowing reinforcement for knowledge, and is thus
powerful. This further indicates that an education process that is
flexible and can be embedded into on-duty medical workers’ daily
work (P4) is considered efficient.

Regarding dementia education, 3 topics were repeatedly brought
up: communication, delirium, and prevention. The necessity to raise
awareness about communication was highlighted: "Communica-
tion is the first thing, choose the language suitable for the cognitive
function level, always introduce yourself first." (P3). Furthermore,
one participant pointed out that performing the task slowly and

steadily is required, because "if you say ‘I will take off your diaper’
and touch their body immediately, it can cause BPSD." (P2). Com-
munication is a useful prevention technique, and there are more
prevention techniques medical workers should know. One partici-
pant suggested "preventing from the small unnoticeable things, i.e.
dehydration, constipation, whether there is body pain, [...] sharing
about current treatment details, treatment plans, [...] practice reality
orientation, help them to regain orientation through daily interaction."
(P3). Many of these mentioned symptoms do not only happen to
PwD, but also patients with delirium; therefore, there was a com-
mon urge for education on the difference between delirium and
dementia (P1, P2, P3, P4). One participant elaborated: "I really hope
they can teach how to treat not just delirium but dementia. Because
sometimes you see the symptoms, you think it is delirium, so you want
to use antideliriants, but it is actually dementia. There are reasons
behind the behaviours of PwD, and they can sometimes be controlled
without medication." (P3).

Our participants shared reflections about daily interaction with
PwD, and self-reflection was another point we identified. One par-
ticipant strengthened: "It is important to let them ask themselves: ‘can
I read the blood data correctly’, ‘did I assess their physical status care-
ful enough’, always think about what you are doing, understand why
the PwD is doing what they are doing" (P5). Therefore, we hypothe-
sise that a short but touching experience (P4) could be educational
for medical workers. This further highlights the potential of de-
mentia education that elicits self-reflection, in which self-reflection
aids performance [29], can thereby motivate medical workers to
improve care service.

3.4.3 What if We Use XR?. This theme describes medical workers’
perspectives on using XR for education. It includes participants’
device preferences, situations to be simulated, and feasible compo-
nents that we extracted from the activities.

Before being introduced to actual contents, we observed in-
stances that participants prioritised practicability over functionality
in terms of device preferences (P1, P3, P4). We highlight that ease
of use is a key point directing participants’ technical preferences.
One participant was discouraged by the setup process and cables
of Varjo XR-3 headset: "having cables around is troublesome, and it
is impossible to walk around the hospital, [...], new nurses themselves
might belong to the ageing society, so they might be reluctant when
you ask them to operate on a huge device with heavy cables around"
(P4). Concurrently, Meta Quest 2 was appreciated for the ease of
use (P1, P2, P3), and iPhone with HMD was an unexpected (P1, P5)
combination. Difficulty level of installation inside software was
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also considered by participants: "if there are too many steps that ask
them to operate inside the program, even if it is not actually hard to
operate, some people might think it is too hard" (P2).

Early exposure to the devices also granted participants access
to an overlook of the capability of XR in the dementia education
setting. However, we noticed instances of inclination to comment on
the potential content creation under the collective concept "XR"; as
participants insisted communication simulation should be included
in the experience regardless of the technology’s ultimate format
(P1, P3, P4, P5): "it would be nice if we can observe and interact with
PwD during education" (P1), and Having them try out the good and
bad experiences should be striking (P4). Furthermore, simulation of
PwD should be considered because medical workers are also curious
about the perspective of PwD with cognitive impairment (P1, P3, P5).
One participant proposed that "if we have 2 VR working together
with both patient and nurse’s view, it should be effective" (P3). Our
data suggests that a dementia education-focused simulation should
include medical worker-PwD daily interaction, communication,
PwD behaviour together with BPSD triggers, and allows practice
from both parties.

Here, we identified the components feasibile to simulate in a
first-person point of view (FPV) based on participants’ paraphrase
ofwD’s description, as well as the PwD behaviours that they re-
peatedly mentioned. The individual elements that we pinned down
are: misperceived black hole – "in the elderly home, we usually stick
a piece of white paper on the TV when it is not in use because PwD
said it looks like a black whole and it is scary" (P4) and "they said
floor looks like a hole" (P5); misperceived water puddle – "sometimes
they think light reflection is a water puddle" (P2); distorted color
contrast – "they cannot distinguish between two adjacent areas i.e.
wall or floor" (P2) and "sometimes they think high contrast between
two adjacent areas is a step" (P2); misperceived dark corner – "they
think there is somebody hiding there and feel anxious" (P2); impaired
hearing – "when we talked to them, they could not understand where
does the sound come from" (P1).

4 PHASE II: CO-DESIGNING AN EXPERIENCE
PROTOTYPE

Our second phase contributed to the design process of an Experi-
ence Prototype based on the findings in Phase I. We created the
initial prototypes, then reunited the participants from Phase I to
experience the prototypes through a pilot test in a lab setting. Based
on the new feedback and reactions from the same stakeholders, we
revised the prototype. The goal of this phase was to address RQ1
and RQ2.

4.1 XR as an Experience Prototype
Designing technical systems for inexperienced end users can be
challenging because the system might not accommodate to its end
user’s best interest, which leads to speculation and refrain from
using it [20, 73]. Therefore, the concept of experience prototyping
has been adopted in the HCI field [37, 107, 109]. Experience pro-
totyping is a prototyping approach emphasising the exploration
and interaction with low-fi prototypes to facilitate any design ideas
that can contribute to the final product. We opted for this approach
for two reasons. First, XR is a novel technology that can be hard to

understand or imagine about the final product for certain end users.
Second, our work contributes to an area of professional education
that pursues authenticity of the expression, which requires in-depth
communications with experts in the area.

4.2 Prototype Design
This session describes the design and decisions for the initial proto-
types. Our design process prioritised three factors: user preference,
sensory authenticity, and PwD interaction scenario development.
Our first simulations focus on daily life of PwD that participants
observed and are curious about based on results in section 3.4.3.
The result is comprised of a VR prototype and an AR prototype,
both from the perspective of a PwD.

4.2.1 User Preference. In Phase I, participants did not have prefer-
ences between AR and VR. Aiming to deepen their understanding
of the diverse approaches and feasibility of XR, we created a VR
prototype and an AR prototype. Following the findings in section
3.4.3, we decided the goal for the technical implementation of the
initial prototypes to be the realisation of the sensory changes of
PwD. Since the decision resulted in prototypes prioritising the vi-
sual and auditory components, only the selected HMD and the
corresponding auditory system were used at this stage.

For implementation in VR, we used a RICOH THETA Z1 51GB
360° camera to record the simulated scenario crafted from the
FPV, then applied the elements described in section 4.2.2 in post-
production, and exported to the Meta Quest 2. Our choice of hard-
ware depended on the device’s wireless nature and the provision of
high-resolution videos simultaneously.

For implementation in AR, we applied the same elements de-
scribed in 4.2.2 to a Unity-based iPhone application and completed
the hardware setup with an iPhone-based HMD. We rearranged the
environment to match the designed scenario. We chose different
hardware for the following 3 reasons: (1) it is the hardware all par-
ticipants in Phase I were most familiar with and whose performance
in XR they were curious about; (2) the lighter weight (189 grams)
is less than half of that of the Meta Quest 2 (503 grams), providing
more convenience and safety while user performs physical tasks of
extensive movements, i.e. sitting down; (3) the ease of use allows
participants to have control over the novel experience.

4.2.2 Sensory Authenticity. We further investigated the compo-
nents that were identified as technically possible to simulate in
section 3.4.1 and regrouped them by the corresponding pathologi-
cal reasons. While dementia is known for the cognitive impairment,
clinical research has shown that PwD experience sensory changes
in their visual [91, 99] and hearing system [63]. For example, dis-
tinguished from individuals with mild cognitive impairment or
"normal aging", unique retinal changes have been found in individ-
uals with AD [41, 68, 92]; and therefore visual changes are being
used in detecting early-stage AD [9]. Based on these clinical find-
ings, we underscore that we simulated PwD experience through
reproducing general sensory changes of people with AD.

Delayed Pupillary Light Response. Pupillary light response is
due to the pupil’s dilation and constriction in response to light
changes. Pathologically, AD neurodegeneration has a negative ef-
fect on the speed of the response [25]. This phenomenon can be
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Figure 3: (a)(b): Delayed Pupillary Light Response in AR; (c)
Visual Field Defects in AR; (d) Decreased Color Sensitivity
in AR; (e) Impaired Depth Perception in AR; (f) Decreased
Visual Acuity in AR; (g) VR Scenario Development in Unity
with visual effects (a)-(f).

interpreted visually as the incapability of the pupil’s adaptations
to light changes. When a PwD moves from a comparatively dark
location to a brighter space, their pupils fail to shrink without delay,
causing overwhelming amount of light input into their eyes. Vice
versa, a sudden switch from bright to dark environment causes
the surroundings to look extremely dark because the pupils fail to
open in time. This is illustrated in Figure 3. (a) and (b) which shows
glaring lights and dark corridors. To simulate the human eye’s sen-
sitivity to light, we adjusted the gamma correction. In graphics,
gamma encoding can achieve maximized utilization of the use of
bits by simulating the non-linear characteristics of human eyes
when perceiving light and color [83].

Vision Field Defects. Vision field defects are a common issue
that accompanies aging. It has been proved by Patino et al. [82]
that "both central and peripheral vision loss were independently
associatedwith increased risk for falls and falls with injury in a dose-
response manner”, thus we decided that vision field defects are a
value-added phenomenon for the simulation experience. Peripheral
vision refers to the field of vision outside our central viewpoint,
which accounts for the majority of the field of vision, and the loss
of it was realised in this experience as shown in Figure 3. (c). We
implemented this with vignetting, which is a reduction of brightness
or saturation from the periphery of the image.

Decreased Color Sensitivity. Decrease in color sensitivity is an-
other frequently observed problem in the aging society owing to

the yellowing of the lens. This is different from red-green color
blindness – a common type of congenital color deficiency – in that
for the aging population, only selective colors on the yellow-blue
scale are hard to distinguish. Cronin-Golomb et al. [27] discovered
evidence of diminished sensitivity of blue and green among people
with AD. This is illustrated in Figure 3. (d) where blue paper looks
green. We used the combination of color grading curves to achieve
a mixed effect of green and blue, as well as red and pink.

Impaired Depth Perception. Depth perception represents the vi-
sual ability to identify distance with objects and three-dimensional
perception. This disorder that occurs to the visuo-spatial function
of the brain is caused by focal cortical lesions that involve the pari-
etal and temporal lobes, which is associated with decreased glucose
metabolism in the posterior cerebral cortex – amajor reason for cog-
nitive declination [72]. Due to the disorder, the brain of advanced
PwD might process information received through one eye, even
though visually they can still see from both. This is shown in Figure
3. (e) where the vision is perceived to be much closer. To achieve
this effect, we leverage the lack of stereoscopic cameras for the
iPhone. The XR plugin splits the image from a single camera with
a small amount of zoom and crops just enough to accommodate
an image for each eye. This results in the overall vision appearing
closer than it actually is.

Decreased Visual Acuity. Visual acuity refers to the ability to
identify shapes and details of objects visually, where its declina-
tion leads to myopia and/or presbyopia. Gittings and Fozard [40]
found that regardless of pathology, visual acuity decreases with age
because flexibility of the lens decreases. Since majority of the neu-
rodegenerative PwD belongs to the aging population, a decreased
visual acuity effect was added to the experience. We visualised this
in Figure 3. (f) where words on paper appear blurrier. We used the
depth-of-field feature, which simulates the focus properties of a
camera lens, to achieve change in acuity.

Selective Hearing Disorder. Selective hearing disorder refers to
the inability to distinguish the direction and distance of the sound
resource. Clinical research has shown that selective hearing dis-
order is prevalent in people with AD [81]. For PwD, clinically it
is represented by the difficulty to focus on the person talking in
front of them because the background noise is equally loud. We
created this hearing phenomenon using the iPhone’s microphone
to collect 3D spatial sound and process the volume to the same
value in real-time.

4.2.3 PwD interaction scenario development. Drawing from our
findings in Phase I, we crafted one scenario for each prototype. We
decided on two distinct scenarios to avoid the potential emotional
desensitisation due to repeated exposure to the same stimulus [26].
Both scenarios aimed to provoke self-reflection on dementia care
challenges through the realised PwD sensory change simulations and
to foster understanding of the XR technologies.

Scenario for VR The scenario we describe here is crafted from
draft scenario 1 described in Phase I (see Figure 2. Draft Scenario
1 and supplementary material). We opted for this scenario that re-
quires only above-the-shoulder movements because it allows users
to have an overlook of the immersive nature of VR technology with
low risk of motion sickness. The scenario includes 3 actions all
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aiming to convey the experience of regular morning checkup for
institutionalised PwD. Here, the virtual dementia care experience
is portrayed through a situation where the nurse attempts to inter-
act with the PwD in fast pace and uses standard terminologies to
communicate:

Action 1: Eyes open. The storyline starts from when the FPV
opens eyes. The FPV looks around and finds the lighting to be
unexpectedly bright. The FPV realises that they are in bed and sees
an IV drip attaching to the arm.

Action 2: Observing nurse coming in. The door suddenly opens.
The FPV sees a nurse walking towards the bed. The nurse stops
next to the bed and checks on an IV drip hanging above the FPV.

Action 3: Listening to the medical staff talking. The FPV sees
the nurse starting to talk. The nurse describes the FPV’s current
physical condition.

Scenario for AR The scenario we describe here is crafted from
draft scenario 2 described in Phase I (see Figure 2. Draft Scenario
2 and supplementary material). We opted for this scenario that
requires users to perform tasks on real-world objects to introduce
the real-world add-on effect of AR technology. The 4 actions present
a PwD’s daily necessary interaction with a nurse who provides
standard verbal and mobility assistance:

Action 1: Sitting on a Chair. The storyline starts from when the
FPV stands in an empty aisle inside the hospital. The FPV looks
around the environment and sees a chair. The PFV sits on the chair
by themselves.

Action 2: Opening the Door. The FPV then stands up with the help
of a nurse. The nurse holds the FPV’s arm to assist with walking.
The FPV walks to a wall with a door and finds the doorknob to
open it.

Action 3: Mock Using of the toilet. The FPV walks to the toilet
with the help of the nurse. The FPV is asked by the nurse to turn
on the light. The FPV looks for the toilet seat with the help of the
nurse and sits on it. The FPV flushes the toilet.

Action 4: Identifying an Object on the Table. The FPV walks out-
side the toilet, goes back to the main room. The FPV is guided to a
table with the help of the nurse. The FPV identifies the objects on
the table.

4.3 Pilot Study: Evaluation from Stakeholders
To evaluate our rapid AR and VR prototypes, we invited the five
medical workers from the previous session in an exploratory study
that examines their perspective towards the simulated experience.
Phase I in combination with the pilot test from Phase II forms a lon-
gitudinal study on medical workers’ perspectives and preferences
on XR-enabled dementia education under repeated exposure to
XR. We opted for this approach because longitudinal study has the
advantage of providing information on within-individual changes,
continuity and prediction [33].

4.3.1 Methods. We recruited participants to evaluate the AR and
VR prototypes that we developed. We conducted a focus group

discussion afterwards to inquire into their perspectives on: (1) im-
pression of the sensory elements and the simulated scenario, (2)
relationship between the simulated experience and lived experi-
ence in dementia care, (3) perception on the difference between
the AR and VR experience. We asked questions like "How was the
experience of PwD-nurse communication from the PwD side?","What
do you think about the tasks you just performed?"and "How do you
think this kind of experience can be integrated into clinical settings?".

4.3.2 Participants and Procedures. We recruited the 5 participants
from Phase I (see section 3.2 and Table 1. for demography infor-
mation) to a lab setting to run the pilot study. We followed the
group-based approach commonly used in nursing education to
involve all participants in the study simultaneously. In nursing
education, group-based approach is widely used for its advantages
of generating critical thinking and preparing students for the col-
laborative work environment in healthcare [79].

The pilot study took about three hours in total, in which the
participants gave informed consent in print before it took place.
The study was divided into three successive parts: experiencing the
AR prototype one by one in random order, experiencing the VR
prototype one by one in random order, and a group discussion at
the end. Part one and two were conducted in Japanese to make the
virtual experiences close to the participants’ lived experience. Part
three was primarily conducted in English, while Japanese was the
second source. The AR experience lasted approximately 3 minutes
for each, the VR experience lasted approximately 2.5 minutes for
each, and the discussion lasted approximately 30 minutes in total.
During the procedure, participants were free to communicate with
each other. Because participants’ observation of the HMD user’s
behaviour, likewise the interpersonal discussion were considered
as elements for XR-enabled dementia education. The IRB-approved
research complied with the facility’s Covid-19 regulations.

4.4 Results
Here, we present two themes crafted from the discussion findings,
which focus on the "Aha!" Moment About Lived Experience in Demen-
tia Care and the Factors that Affect Implementation of XR-Enabled
Experience in Clinical Dementia Education.

4.4.1 "Aha!" Moment About Lived Experience in Dementia Care.
This theme narrates how the simulated experiences affected users
and arose self-reflections on their provision of care service.

In general, participants expressed complex attitudes towards
the experience, suggesting it was "scary" (P1, P4, P5), "impressive"
(P3), and "educational" (P4). Participants pointed out that, sensory
changes of both experiences reflected memories about dementia
care lived experience, and so they could relate PwD’s words to the
simulated experience: "It looked really really dark, the TV monitor
was all black. PwD always said TV is scary so we actually attach
white papers on the screen while they are not in use." (P2). P1 was
wearing a pair of black trousers and black shoes, after being asked
to walk on the dark carpet, they detailed: "It looked like a black hole,
and it looked like I’m falling into it, I cannot see my lower body at all.
PwD says that they can see black hole." (P1). For the hearing part,
one participant mentioned "It was too loud, I could not identify who
is talking from which direction [...] some patients are like that." (P1).
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Regarding the AR experience, observing other participants per-
forming tasks in HMD was effective in recalling memories of lived
experiences in dementia care. One participant specified: "I’ve seen
this kind of behaviour a lot, that when PwD sits on the chair they
eventually land on only one side of the bottom" (P1). Furthermore,
it arose a mixed feelings of fear and curiosity about trying the AR
experience. Because from the outsider’s point, it looked scary (P1,
P5) but also interesting (P3, P4). We noticed that, when the first
user (P2) was trying the AR prototype, multiple participants asked:
"what can you see?" (P1, P4, P5).

Regarding the VR experience, we captured instances in which
negative emotions were derived from the virtual nurse’s communi-
cation skills, driving participants to resonate with PwD. Participants
commented "This is the kind of word I say everyday, but it sounds so
cold here." (P5), and "Saying it is one thing, hearing it is another [...] I
wonder if my patients feel the same." (P3). Participants acknowledged
the nurse’s communication skills to be realistic and professional: "it
was very close, the IV checking and changing part. We usually need
to check on them in the morning, check their health condition and
brief the schedule like that." (P1).

Our data also suggested experiencing the simulations, in addition
to observing and discussing, induced reflections on participants’
provision of care service. For instance, during the discussion one
participant pointed out: "if they really experience this on a daily
basis, it is a terrible feeling, the care provision has to be changed" (P1).
Regarding the care service improvement needed, one participant
further elaborated: "[...] that is why we should definitely not rush
when we carry them with their hands, it felt really unsafe" (P2). We
also discovered instances of connecting simulated sensory changes
to BPSD triggers: "If you think about it, they have cognitive problems
while they see and hear like this. They cannot understand what they
see, that’s why things became scary to them, that must be a horrible
feeling." (P5).

4.4.2 Factors that Affect Implementation of XR-Enabled Experience
in Clinical Dementia Education. This theme reports participants’
opinions on the feasibility of implementing such XR-enabled experi-
ence in clinical settings. It highlights the factors that can contribute
to the harmony between XR-enabled education program and clini-
cal environments, along with responses to the disparity between
the two prototypes from the perspective of its end users.

We noticed consistency in participants’ appreciation for the
condensed nature of both experiences. Participants commented:"It’s
a good thing that it is short, it is hard to squeeze anything longer
than this into their already busy schedule" (P4) and "this is efficient
and effective" (P1). Participants also valued the ease of use feature
of both experiences. For instance, one participant underlined: "It
is very easy to understand, you just put it on and off [...] I like that
there are no extra cables, so you don’t need to worry about tripping
over things." (P4).

While embracing the experience brought by our low-fi proto-
types, participants also formed their opinions on the difference
between the two, in which we found an inclination to discuss the
AR experience. Participants agreed that while the VR prototype
was easier to use (P2), the AR experience allowed the participants
to see the same environment in a completely different way: "you
want something to shock their cold, rocky heart from working with

so many patients for so long in the same place, and this is it" (P4).
One participant further strengthened: "The AR one was already too
impactful, I was overwhelmed by it." (P1). Participants spontaneously
proposed new application scenarios for the AR prototype, focus-
ing on its potential to better the facility environment PwD live
in:"people can do lots of things with it, you can just give them the
device and ask them to walk and explore, even without any tasks it
can already achieve things" (P2), "we can also ask them to walk into
the hospital cafeteria" (P4), "just walking with it on inside the hospital,
we can see the world we see everyday become something so different"
(P3). When being inquired about the VR experience specifically, we
also observed the tendency to compare the AR experience with. In
general, participants acknowledged that the VR prototype stood out
in representing the medical worker-PwD communication (P1, P4), but
the AR prototype provided a more thorough educational experience
(P3) and shown more possibilities (P2, P3, P4).

We also seized minor disharmony that impede the conveyance
of dementia education experience, which centred around sensory
authenticity of the prototypes. Participants expressed mixed feeling
towards the audio element for the AR experience but not for the
VR experience, because the audio effect made it hard for partici-
pants to listen to the instruction (P5, P5). We also found disparity in
participants’ comprehension of the decreased colour sensitivity as
some spotted orange (P2) or purple (P3), instead of green that we
intended. Finally, we would like to declare that in our data there is
no evidence that any participants was discouraged in spite of the
sense of discomfort.

4.5 Prototype Revision
Findings from the pilot study suggest the complexity of lived de-
mentia experience-based education, which is the goal of sufficient
knowledge input while not placing a burden on medical workers’
already heavy work schedule. This suggests the need to design
experiences that can promptly attract medical workers’ attention
in their everyday clinical setting and evoke reflection on exist-
ing dementia care challenges. More specifically, our data discloses
the strong preference for experience that is sensory-wise realistic,
and impactful in bringing sensory changes to an everyday setting,
by which making comparison to the pre-experience standpoint
can affect reflection. This suggests the simulation of lived experi-
ence in dementia care needs to convey the experience that fuse
the educational elements, such as the communication skills and
group discussion, with user-centred experience elements, such as
format and content preference, and actual field implementation
approaches.

4.5.1 VR and AR. We halted the development for the VR prototype
because: (1) participants’ comparatively limited feedback on the
improvement and future direction of the VR prototype, (2) the
conveyance of communication experience, which is the primary
deliverables of the VR experience reported by participants, was
partially achieved by the AR prototype, while the latter stood out
owing to the unique potential of contributing to understanding
PwD’s perspective flexibly, (3) the purpose of fabricating two initial
prototypes was to build familiarity of XR-enabled technology for
the dementia stakeholders, which had been fulfilled in the pilot
study based on the findings.
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Figure 4: UI Interface of the AR Application

Regarding the AR prototype, we revised the sensory elements,
along with the scenario with more input to convey communication
skills as a substitute for the VR experience. Furthermore, we added
a UI (see figure 4) with separate sliders for each element, which
allows real-time adjustments of the prototype.

4.5.2 Sensory Elements. Based on findings in section 4.2.2, we
removed the color contrast sensitivity effect and hearing effect.
For the color contrast sensitivity, because many on-duty medical
workers themselves belong to the aging population, the individual
difference of the perceived color was large. To avoid the unnec-
essary confusion that might be caused by individual differences,
we removed the element. As for the hearing effect, we had two
reasons. (1) To eliminate the latency in real-time data transfer and
processing, we selected wired earphones. However, wire is a po-
tential inconvenience for upper body tasks. (2) The unintended
communication obstacle that participants reported.

4.5.3 Scenario. The new scenario we describe in this session in-
cludes three activities all aims to enlighten "Aha!" Moment About
Lived Experience in Dementia Care.

Activity 1: Black Mat. The FPV walks with the help of a helper
inside an empty hospital room. The FPV is stopped when they step
on a piece of black mat.

Activity 2: Checking the Pinboard on the Wall. The helper asks
the FPV to look at the pinboard on the wall in front of them. A
hospital cafeteria menu is pinned on the board, and the FPV is asked
to identify the menu.

Activity 3: Sitting on A Chair. The FPV sits on the chair with the
help of the helper.

5 PHASE III: EVALUATING EFFECTIVENESS
OF THE AR EXPERIENCE

To further evaluate the effectiveness of our revised AR experience,
we involved end-use medical workers in a conclusive study using a
mix-method approach including both quantitative and qualitative
analysis. The primary purpose of this phase is to answer RQ3.

5.1 Methods
The positive effect of simulation in enhancing understanding of
the aging society has been explored. Jutten et.al [54] suggested
that VR simulation is effective in eliciting empathy for PwD. Lee

and Teh [60] found that immersive aging suits added to the ability
to understand the physical limitations and visual issues of aging.
We designed the study to investigate any such effects for a lived
experience-based AR experience. We followed a within-participant
design approach to measure the participants’ subjective assessment
data at baseline (before starting the experiment), and after using
Before and After questionnaires. At the end of the study, we con-
ducted a semi-structured interview to inquire about the authenticity,
effectiveness, and implementation possibility of the simulation.

5.1.1 Questionnaire Measures. The Before questionnaire consists
of empathy and emotion. Empathy is measured using the State Em-
pathy Scale (SES) [100] which has subscales for affective empathy,
cognitive empathy, and associative empathy. The SES has 12 items
rated on 5-point Likert Scale, yielding overall scores between 1
(Strong Disagree) and 5 (Strongly Agree). Emotion is measured us-
ing the Self-Assessment Manikin (SAM) [16], which has 3 affective
dimensions for pleasure, arousal, and dominance. The SAM is rated
via 3 bipolar adjective pairs (unhappy and happy, relaxed and stimu-
lated, submissive and dominance) on 5-point scales, yielding overall
scores between 1 and 5. The After questionnaire consists with the
Before questionnaire, with four extra emotion statements emphasis-
ing on the semantic difference. These statements are directly linked
to the AR experience, such as "I experienced similar emotions as
patients when experiencing the AR prototype.".

5.1.2 hypotheses. Based on previous findings, we presented a pri-
ori hypotheses that our AR dementia education simulation is ef-
fective in inducing understanding of PwD on psychological and
physical level. The first hypothesis has three sub-hypotheses, i.e.
H1AF, H1C, and H1AS. The first hypothesis describes an increasing
empathy level:

H1 Empathy towards PwD is higher after the AR experience vs
baseline.

H1AF Affective empathy-related SES scores are higher in After
vs baseline.

H1C Cognitive empathy-related SES scores are higher in After
vs baseline.

H1AS Associative empathy-related SES scores are higher in
After vs baseline.

The second hypothesis describes the emotional response towards
the AR experience. It has three sub-hypotheses, i.e. pleasure, arousal,
and dominance level that are stimulated:

H2 The AR experience stimulates emotional response.
H2P The pleasure dimension of SAM shifts towards the "un-

happy" direction in After vs baseline.
H2A The arousal dimension of SAM shifts towards the "aroused"

direction in After vs baseline.
H2D The dominance dimension of SAM shifts towards the "sub-

missive" direction in After vs baseline.

5.2 Participants and Procedure
We recruited sixteen participants via online contact with a hospital
in Japan using a snowball sampling method, between July 7, 2021
and July 30, 2021. Ranging from 26 to 58, participants’ average age
was 38.75 years old (M=38.75, SD=10.42). Gender-wise, 13 of them
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Figure 5: (a) A participant is performing Task 1 of finding a
chair and sitting; (b) The black chair used for Task 1, which
was perceived as a black hole by one participant; (c) A par-
ticipant is performing Task 3 of identifying the carpet and
pinboard; (d) The pinboard used for Task 3; (e) The chair used
for Task 4, which is intentionally distinguished from the one
used for Task 1; (f) A participant is sitting on the chair as
required for Task 4.

were female, and 3 were male. The participants were registered
nurses (7), registered doctors (2), registered occupational therapists
(1), registered physiotherapist (1), and medical operation staff (5).
All participants worked in the same hospital where the experiment
was conducted, and were familiar with the hospital environment.
One participant had eye disease at the time of the study. Eight
participants had previous experience in trying XR in any format.
Consent to use data was obtained from all participants for this
IRB-approved study.

Participants gave informed consent before the experiment started
on paper, and filled in the Before questionnaire. Each of them was
asked to conduct the tasks described in section 4.5.3. Afterwards,
participants filled in the After questionnaire and conducted the
interview. The experience session lasted about 7 minutes, while
the following questionnaire and interview session lasted about 20
minutes.

Two participants joined the same session as nurse and PwD role.
Each participant experienced the AR experience first, and then acted
the nurse role for the next participant. The first nurse role and the
last PwD role were performed by researchers. The process of asking
participants to act the nurse role immediately after experiencing the
AR prototype was designed to reinforce the hypothesised empathy
brought by the AR experience. We hypothesise that playing the
nurse role immediately afterwards can lead to self-reflection on
communication and caring skills.

Details of the tasks are described here:
Task 1: Find a chair and sit on it. The participant is asked to

find a chair in the room and sit on it without guidance (see Figure
5. (a)), which takes approximately 30 seconds.

Task 2: Stand up and walk straight. After sitting down, the
nurse role immediately inquire about the participant’s feeling about
task 1. After the 1-minute within-task interview, the nurse role then
assists the participant to stand and walk in a straight line. An empty

bin is placed next to the chair (see Figure 5. (b)). The participant is
expected to avoid kicking the bin without notice, and walk to the
center of the room. The participant is subsequently asked about
what they can see on the floor. This task lasts for about 1 minute.

Task 3: Read the pinboard. After the participant steps on the
black carpet, they are asked to identify the objects on the pinboard
on the wall.

Task 4: Assisted sitting on chair. The participant is asked to
sit on a different chair under the assistance of the nurse role (see
Figure 5. (e) and (f)), which lasts for approximately 30 seconds. A
different chair is used to avoid bias on user behaviour.

5.3 Results
In this section, we delve into the result of the study, segmented into
empathy, emotion, and "Feeling What My Patients Feel".

5.3.1 Empathy. We performed one-tailed paired t-tests to check
whether affective, cognitive, and associative empathy towards PwD
were enhanced through the AR experience (see Figure 6.). A power
analysis using G*Power version 3.1.9.7 [34] indicates the paired t-
tests were able to detect large effects (Cohen’s d = 0.652) at 𝛼 = 0.05
with a power of 0.8. Shapiro-Wilk tests were performed to check
normality. There were two affective empathy-related statements,
two cognitive empathy-related statements, and three associative
empathy-related statements included on both Before and After
questionnaires. To further understand the effect of semantic differ-
ence, we added three affective empathy-related statements and one
cognitive empathy-related statements. We used the baseline score
(3) as hypothesised mean for the four semantic t-tests.

The affective empathy level was significantly higher in After
compared to Before in the two statements (Q1: 𝑡 = 4.000, 𝑝 < 0.001∗
∗, 𝑑 = 0.998; Q4: 𝑡 = 3.782, 𝑝 < 0.001 ∗ ∗, 𝑑 = 1.124). The cognitive
empathy level was significantly higher in After compared to Before
in the two statements (Q2: 𝑡 = 8.944, 𝑝 < 0.001 ∗ ∗, 𝑑 = 2.236; Q3:
𝑡 = 5.839, 𝑝 < 0.001∗, 𝑑 = 1.460). The associative empathy level
was significantly higher in After compared to Before in the two
statements (Q5: 𝑡 = 3.303, 𝑝 = 0.0024∗, 𝑑 = 0.826; Q6: 𝑡 = 3.171, 𝑝 =

0.0032∗, 𝑑 = 0.793, Q7: 𝑡 = 2.300, 𝑝 = 0.0181∗, 𝑑 = 0.575).
We also tested the four statements emphasising the semantic

difference. The three affective empathy-related statement yielded
higher score than the baseline (After Q1: 𝑡 = 4.259, 𝑝 = 0.0003 ∗
∗, 𝑑 = 1.065, After Q6: 𝑡 = 7.251, 𝑝 < 0.001 ∗ ∗, 𝑑 = 1.813, After Q10:
𝑡 = 6.249, 𝑝 < 0.001 ∗ ∗, 𝑑 = 1.562). Likewise, the cognitive empathy
statement showed significantly higher score than baseline (After
Q4: 𝑡 = 7.268, 𝑝 < 0.001 ∗ ∗, 𝑑 = 1.817). Therefore, we acceptH1AF,
H1C and H1AS.

5.3.2 Emotion. We performed one-tailed paired t-tests to under-
stand how participants processed emotional stimuli in response
to the AR experience on the pleasure, arousal, and dominance di-
mensions. Shapiro-Wilk tests were performed to check normality.
On the pleasure scale, participants were significantly less happy
after the experiment (Before Q8A-After Q1.12A: 𝑡 = 2.55, 𝑝 =

0.0111∗, 𝑑 = 0.638). On the arousal scale, participants’ emotional
response was not significantly greater after the experiment (Before
Q8B-After Q1.12B: 𝑡 = −0.5222, 𝑝 = 0.695, 𝑑 = −0.131). On the
dominance scale, participants’ emotional response was also not
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Figure 6: (a)(b) Results for Before and After Affective Empathy; (c)(d) Results for Before and After Cognitive Empathy; (e)-(g)
Results for Before and After Associative Empathy; (h)-(k) Results for Semantic Difference on Affective Empathy and Cognitive
Empathy; (l)-(n) Results for SAM Emotions.

significantly less positive after the experiment (Before Q8C-After
Q1.12C: 𝑡 = −1, 𝑝 = 0.167, 𝑑 = −0.25). Therefore, we accept H2P,
but reject H2A and H2D.

5.3.3 "FeelingWhat My Patients Feel". In this study, all participants
were able to complete the experience, and we further discuss our
observations during and after the experience session.

Even sitting on the chair became challenging and time-
consuming.We found participants’ behaviours and feedback on
the sitting task aligned with the pilot study result, as all participants

had to touch the cushion multiple times to confirm its position to
sit down, a behaviour they reported commonly observed in the
aging population (P2, P3).

No one noticed the bin on the floor. When standing up from
the chair in task 1, all participants accidentally kicked the bin next to
the chair (see Figure 5. (b)), because theywere focusing on transiting
to the next task. One participant elaborated: "when you can see only
a small area of things you become really focus on it, it’s impossible to
notice unless people warn you" (P1).
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Only figures and characters in highly contrasting colors
are recognisable. All participants were confused by the pinboard
since they could not see the black piece of paper, and could only
identify the objects in contrast colors (see Figure 5. (d)). Nonetheless,
being able to identify the shape of the object does not guarantee
understanding the actual content. One participant perceived the
figure of curry as a yellow oven and still could not identify whether it
is curry or bread (P5).

Spontaneously Explored the Hospital Environment Wear-
ing AR. Participants also realised the AR prototype could be used
to improve their hospital environment. One participant pointed
out: "If they really see this, the normal lighting in this room is too
dark, we should turn the light brighter." (P11). Another participant
requested to carry the HMD to walk around the hospital aisle because
they want to know what can be improved (P5). Multiple participants
highlighted that: "we should also let their family members try this,
they would want to know" (P3, P4, P10).

The experience also connected to their lived experience with
PwD. Multiple participants perceived the wallpaper on the ceiling as
flying insects, and remembered it was what PwD repeatedly told them
(P6, P10, P11). As a result, participants could related to patients’
emotion: "No matter how detailed you describe to me, I couldn’t see it,
so I couldn’t understand what you said. That was upsetting." (P2). The
elicitation of self-reflection and the corresponding intention for
service improvement was likewise, again observed. One participant
said "being walked by the ’impatient’ helper felt not like walking but
running, it was really scary.[...]I think we should adapt more to the
PwD’s pace." (P5).

We also found participants’ answers to the questionnaires dif-
fered by their perspectives. Two participants demonstrated high
excitement before the experiment because they never experienced
XR (P2, P14). One participant was very happy after the experiment
as they explained: "Isn’t it a good thing that we have this kind of
device now? it should be very helpful." (P14).

6 DISCUSSION
In this section, we summarise our key findings to answer our re-
search questions. We further discuss the potential of XR simulations
in clinical education and highlight the key challenges for the design
of dementia education simulations that we observed.

RQ1: What are the design considerations for XR-enabled
dementia education? In our work, we found that simulations of
dementia education need to be designed in an easy-to-operate man-
ner, leveraging a realistic point of view while providing freedom
of exploration and playfulness. The balance between providing an
exciting novel experience and educating about the real challenges
in daily dementia care needs to be well considered. Our research
suggests that a condensed and thorough PwD lived experience that
can sparkle reflection is of the primary interest of our participants.
This further suggests that in professional educational settings, it
may be beneficial to focus on designing the baseline of simulations
and give participants the freedom to interpret the simulated experi-
ence by themselves. Additionally, because dementia affects people
across the globe, factors like culturally appropriate dementia care,
as well as the need for customisation of the simulation, should be
taken into consideration.

RQ2: How do medical workers perceive XR-enabled de-
mentia education?

Our data suggests that while the participants experienced neg-
ative feelings towards the sensory changes, they were generally
positive about the implementation of the simulation. Participants
highlighted how the obstacles they experienced during tasks elicited
memories about the lived experience, self-reflection on care pro-
vision, and potential improvement. Regarding the clinical setting
implementation, our results emphasise participants’ preference for
short sessions that allow interactions with other participants to
spark in-depth discussion and comprehensive understanding, and
most importantly, bringing the feeling of fun. Our participants
showed positive attitudes towards having such experience under
education process in hospital settings. Therefore, we conclude that
our simulation has the potential to support clinical dementia edu-
cation in provoking self-reflection and understanding.

RQ3: How effective is a simulation of dementia stakehold-
ers’ lived experience in impacting its user, and what is its
potential in dementia care?

Our findings show that the simulation can raise empathy in the
form of affection, cognition and association. Participants showed in-
creased affective reaction towards PwD’s experience, demonstrated
improved ability in adopting PwD’s point of view, and better as-
sociated with PwD’s daily life. Although the simulation was not
a pleasant experience for participants, the arisen empathy and
the consequential increased understanding of PwD compensated
the negative emotional response in its overall effectiveness. For
this reason, participants showed optimism in investigating broader
applications of it, including universal design and expanding its
end-user range from professional medical workers to the general
public, including the PwD’s family. We want to mention that, cur-
rently in the disability and HCI community, the acts of empathising
people with disabilities using simulation has been criticised[57],
and our findings support Bennett and Rosner’s commitments[12]
of designing experience to empathise with people with disability
in a way that foregrounds lived experience and historicity.

6.1 Using XR Technology as a Tool in Clinical
Education

Our work attempted to involve end users in the design process
from the first design decision, and approached by inviting them to
experience XR before and after our initial prototypes. For initial
prototypes testing in Phase II, users walked in and observed the
environment wearing the AR prototype; the corresponding sensory
and depth perception changes led to the difficulty in daily task per-
forming in an environment that they had been familiar with, which
induced comprehension towards PwD and provoked self-reflection.
For the VR prototype, users lay down on the bed to experience
a PwD morning checkup, the sensory changes added to the com-
munication scenario recollected the importance of communication
skills, which elicited thinking on the provision of care services. The
decision of compressing them into one revised AR prototype with
communication component is grounded in the capability of AR to
distribute synchronously multisensory changes to the real world,
which vouches for understanding the perception of individuals
with multisensory changes flexibly, and is therefore powerful in
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understanding PwD in the clinical setting. Our finding aligns with
Huang et al. [49]’s finding that the cognitive demand of AR and VR
varies as VR draws attention to the visual information, while AR is
effective in conveying information in nonvisual channels. In our
context, dementia education is a complex process where medical
workers pursue knowledge in pathology, BPSD treatment, delirium,
communication skills etc. The revised AR experience allows users
to have a peek at the world of PwD perceive. This received positive
responses because it matched with medical workers’ lived experi-
ence while providing a new perspective to look at past-encountered
PwD problematic behaviours, which drives them to think about
how BPSD was triggered and how care service can be improved.
Therefore, we suggest that for implementing XR technology in the
area of professional education, the distinction between AR and
VR likewise their different learning effects should be taken into
consideration.

In our case of clinical dementia education, in which convenience
and flexibility of the learning material format are widely valued
[75], we compromised with the hospital settings and decided to not
use VR motion tracking or AR object tracking functions in the ini-
tial prototypes, instead focused on simulating the sensory changes
using HMD and earphone. Our result of the thought-provoking
experiences is in line with Slater et al. [102] and Yu et al. [120]’s
findings that in virtual events users emotionally response to dy-
namic elements ( e.g. real-time shadows), contrary to quality of
graphic rendering. We highlight that our choice of device and sce-
nario development contributed to a case study of the potential of
AR that serves as an educational tool in dementia care. This further
suggests the potential of implementing XR technology in clinical
education, with balanced technology choice and practicability.

6.2 Challenges for Simulating Lived Experience
in the Dementia Setting

Besides the considerations for design, implementation, and technol-
ogy effectiveness, we also noticed several challenges for simulating
lived experience in the dementia care setting.

6.2.1 Respect and Reconcile Individual Differences. There is a cur-
rent disconnect between digital designers and people with disabili-
ties in the creation of accessibility methods [112]. In our case, PwD
are individuals whose communication ability is usually diminished,
and we underline that translating medical workers’ rephrase into
design decisions was a key challenge we faced. Because dementia
differs in terms of disease, symptoms and performance [70], medi-
cal workers have distinct experience with each PwD. Meanwhile,
because individual’s emotional threshold and empathic ability also
differs, medical workers’ response to their PwD and standpoint
on the XR-enabled experience also differs. We highlight that, to
respect this difference, designing a vague experience that allows
space for personal interpretation is necessary.

Additionally, because dementia has variable manifestations, an-
other key challenge we faced was selecting the subset, stage, and
symptoms to simulate. We decided to focus on the common sensory
changes of earlier to medium-stage AD because of its prevalence
among dementia [6] and we emphasise that our XR simulations con-
tribute to the general understanding of AD. Furthermore, because

sensory changes are experienced by many other parties with dis-
ease, e.g., diabetes and autism, we underline that our work provides
a case study of the potential of XR simulations in understanding
individuals with sensory processing disorder.

6.2.2 Ethical Concerns of Using XR Simulation to Understand De-
mentia. There is increasing adoption of simulation technology to
understand individuals with disabilities [55]. However, it could be
ethically problematic to users [57, 76]. Here, we discuss the ethical
concerns based on the findings in our studies.

In our studies, several participants expressed mild fear or anx-
iety before wearing the devices, this supports previous findings
that disability simulation can be mentally stressful for participants
[57]. We underscore that safety of the user is a primary concern for
disability simulation as such simulation is designed to experience
disadvantages. Likewise, the potential of physical risk (e.g. dry eye
[119], motion sickness and tripping over) might discourages par-
ticipants [61], which in our case we minimised by having another
individual accompany and preparing to terminate the experience
at anytime. We suggest the following measures for users’ mental
and physical safety in experiencing disability simulation: guaran-
teeing the safety of the experience environment; providing detailed
information about the simulation experience beforehand; allow-
ing participants to choose the level of simulation and terminate at
anytime.

Another ethical concern is authenticity of the simulation. In our
case, we referred to dementia stakeholder’s lived experience for sce-
narios, and clinical papers on symptoms and pathology for sensory
changes. Because XR can provide highly persuasive sensory infor-
mation, its users might take the information received as ground
truth [101], we insist the scientific rigour of disability simulations
should be taken into consideration.

The third point is the management of the simulation experience.
We proved the empathy effect of the AR experience and appointed
it to the clinical dementia setting; nonetheless, considering the
effectiveness of XR simulation in manipulating emotion [95], us-
ing it outside the designed scenarios could be harmful to users.
Therefore, we suggest that the use of disability simulation XR expe-
rience should be managed carefully by individuals with thorough
understanding of the purpose and application scenarios.

7 LIMITATIONS AND FUTUREWORKS
Our studies have a few limitations that should be considered when
interpreting the results. In Phase I and Phase II, we collected data
from 5 participants due to the disadvantage of longitudinal study
[118], while a larger sample size would provide deeper insights into
dementia care and technology preferences. Having participants
from other roles (e.g. doctors, occupational therapists, clinical assis-
tants) could also contribute to broadening viewpoints. In Phase III,
we recruited 13 female and 3 male. While this projects the gender
disparity in the nursing industry in Japan [89], a balanced gender
ratio in participant selection could give more insights from the
Japanese male nurse group. We also consider the design of the pilot
study – all participants experience AR then VR – a limitation. A
balanced order between AR and VR with instant interviews after
each trial would be more controllable. However, it was designed
in the manner of prioritising group discussion and observation
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of others, which we hypothesised can stimulate critical thinking
better than individual experience in nursing education.

To address the limitations, a future direction of our work is to ex-
plore more dementia stakeholder’s opinions on the AR experience,
and its user case of supporting dementia-friendly environmental
design, which can provide insights about the potential of AR sim-
ulation in multiple facets to support dementia care. In this study,
we were able to elicit memories, reflections, and empathy, yet how
this experience can support nursing service improvement remains
unknown. We expect a long-term study on the effectiveness of
our system to support dementia care service. Finally, we seek for
other types of symptoms for the future development of our PwD
simulation.

8 CONCLUSION
Dementia care is challenging for medical workers because of the
lack of knowledge in PwD. We propose a system that uses an AR-
based application in an HMD to perform physical tasks to allow
medical workers to experience the daily obstacles PwD faces. The
results we gathered are indicative of the possibility of using AR
simulation in dementia education, and its effectiveness in eliciting
reflections and empathy. Our work serves as a first step in using
AR simulation to support clinical dementia education. We hope the
overall findings from this work can encourage and assist future
development of novel technology in supporting clinical education.

ACKNOWLEDGMENTS
We thank all of the medical workers participated in this research.
This research is supported by "Project to Verify the Effectiveness
of Products and Services for a Society with Dementia" under the
Ministry of Economy, Trade and Industry (METI) of Japan, Cy-
bernetic being project under JST Moonshot R&D program (Grant
Number JPMJMS2013), JST SPRING (Grant Number JPMJSP2123)
and Mediva Inc..

REFERENCES
[1] 2009. Learning, teaching, and scholarship in a Digital age. Educational Researcher

38 (2009). https://doi.org/10.3102/0013189x09336671
[2] 2009. Living well with dementia: A national dementia strategy. Department of

Health and Social Care, United Kingdom.
[3] 2013. National Plan to Address Alzheimer’s Disease: 2013 Update. U.S. Dept. of

Health and Human Services.
[4] 2018. World Alzheimer Report 2018: The state of the art of dementia research:

New frontiers. Alzheimer’s Disease International. https://www.alzint.org/u/
WorldAlzheimerReport2018.pdf

[5] 2019. A National Dementia Strategy for Canada: Together We Aspire. Public
Health Agency of Canada.

[6] 2021. Alzheimer’s Dementia: The Journal of the Alzheimer’s Association 17, 3
(Mar 2021), 327–406. https://doi.org/10.1002/alz.12328

[7] Arinola Adefila, Sean Graham, Lynn Clouder, Patricia Bluteau, and Steven Ball.
2016. MyShoes – the future of experiential dementia training? The Journal
of Mental Health Training, Education and Practice 11, 2 (2016), 91–101. https:
//doi.org/10.1108/jmhtep-10-2015-0048

[8] R. Aggarwal, O. T. Mytton, M. Derbrew, D. Hananel, M. Heydenburg, B. Is-
senberg, C. MacAulay, M. E. Mancini, T. Morimoto, N. Soper, and et al. 2010.
Training and simulation for patient safety. Quality and Safety in Health Care 19,
Suppl 2 (2010), i34–i43. https://doi.org/10.1136/qshc.2009.038562

[9] Jessica Alber, Danielle Goldfarb, Louisa I. Thompson, Edmund Arthur, Kimberly
Hernandez, Derrick Cheng, Delia Cabrera DeBuc, Francesca Cordeiro, Leonardo
Provetti-Cunha, Jurre den Haan, Gregory P. Van Stavern, Stephen P. Salloway,
Stuart Sinoff, and Peter J. Snyder. 2020. Developing retinal biomarkers for
the earliest stages of Alzheimer’s disease: What we know, what we don’t, and
how to move forward. Alzheimer’s Dementia 16, 1 (2020), 229–243. https:
//doi.org/10.1002/alz.12006

[10] Madeline Balaam, Rob Comber, Rachel E. Clarke, Charles Windlin, Anna Ståhl,
Kristina Höök, and Geraldine Fitzpatrick. 2019. Emotion Work in Experience-
Centered Design. In Proceedings of the 2019 CHI Conference on Human Factors in
Computing Systems (CHI ’19). Association for Computing Machinery, New York,
NY, USA, 1–12. https://doi.org/10.1145/3290605.3300832

[11] Roger Bemelmans, Gert Jan Gelderblom, Pieter Jonker, and Luc de Witte. 2012.
Socially assistive robots in elderly care: A systematic review into effects and
effectiveness. Journal of the American Medical Directors Association 13, 2 (2012).
https://doi.org/10.1016/j.jamda.2010.10.002

[12] Cynthia L. Bennett and Daniela K. Rosner. 2019. The Promise of Empathy:
Design, Disability, and Knowing the “Other”. In Proceedings of the 2019 CHI
Conference on Human Factors in Computing Systems (CHI ’19). Association for
Computing Machinery, New York, NY, USA, 1–13. https://doi.org/10.1145/
3290605.3300528

[13] Michael W. Bentley, Rohan Kerr, Margaret Ginger, and Jacob Karagoz. 2019.
Behavioural change in primary care professionals undertaking online education
in Dementia Care in general practice. Australian Journal of Primary Health 25
(2019), 244. https://doi.org/10.1071/py18079

[14] R. Bhat and K. Rockwood. 2007. Delirium as a disorder of consciousness. Journal
of Neurology, Neurosurgery amp; Psychiatry 78, 11 (2007), 1167–1170. https:
//doi.org/10.1136/jnnp.2007.115998

[15] Filip Bircanin, Margot Brereton, Laurianne Sitbon, Bernd Ploderer, Andrew
Azaabanye Bayor, and Stewart Koplick. 2021. Including Adults with Severe
Intellectual Disabilities in Co-Design through Active Support. In Proceedings
of the 2021 CHI Conference on Human Factors in Computing Systems (CHI ’21).
Association for Computing Machinery, New York, NY, USA, 1–12. https://doi.
org/10.1145/3411764.3445057

[16] Margaret M. Bradley and Peter J. Lang. 1994. Measuring emotion: The self-
assessment manikin and the semantic differential. Journal of Behavior Therapy
and Experimental Psychiatry 25, 1 (1994), 49–59. https://doi.org/10.1016/0005-
7916(94)90063-9

[17] Rita Maldonado Branco, Joana Quental, and Óscar Ribeiro. 2016. Playing with
personalisation and openness in a codesign project involving people with de-
mentia. In Proceedings of the 14th Participatory Design Conference: Full papers -
Volume 1 (PDC ’16). Association for Computing Machinery, New York, NY, USA,
61–70. https://doi.org/10.1145/2940299.2940309

[18] Virginia Braun and Victoria Clarke. 2022. Thematic analysis: A practical guide.
SAGE.

[19] Abraham A. Brody and James E. Galvin. 2013. A review of interprofes-
sional dissemination and education interventions for recognizing and man-
aging dementia. Gerontology amp; Geriatrics Education 34, 3 (2013), 225–256.
https://doi.org/10.1080/02701960.2013.801342

[20] Marion Buchenau and Jane Fulton Suri. 2000. Experience prototyping (DIS ’00).
Association for Computing Machinery, New York, NY, USA, 424–433. https:
//doi.org/10.1145/347642.347802

[21] J. Cerejeira, L. Lagarto, and E. B. Mukaetova-Ladinska. 2012. Behavioral and
Psychological Symptoms of Dementia. Frontiers in Neurology 3 (May 2012).
https://doi.org/10.3389/fneur.2012.00073

[22] D.-C. Chan, J. D. Kasper, B. S. Black, and P. V. Rabins. 2003. Presence of behavioral
and psychological symptoms predicts nursing home placement in community-
dwelling elders with cognitive impairment in univariate but not multivariate
analysis. The Journals of Gerontology Series A: Biological Sciences and Medical
Sciences 58, 6 (2003). https://doi.org/10.1093/gerona/58.6.m548

[23] Hui-Chen Chao, Merrie Kaas, Ying-Hwa Su, Mei-Feng Lin, Mei-Chih Huang,
and Jing-Jy Wang. 2016. Effects of the advanced innovative internet-based
communication education program on promoting communication between
nurses and patients with dementia. Journal of Nursing Research 24, 2 (2016),
163–172. https://doi.org/10.1097/jnr.0000000000000109

[24] Yunan Chen, Victor Ngo, and Sun Young Park. 2013. Caring for caregivers:
designing for integrality. In Proceedings of the 2013 conference on Computer
supported cooperative work (CSCW ’13). Association for Computing Machinery,
New York, NY, USA, 91–102. https://doi.org/10.1145/2441776.2441789

[25] Pratik S. Chougule, Raymond P. Najjar, Maxwell T. Finkelstein, Nagaendran
Kandiah, andDanMilea. 2019. Light-Induced Pupillary Responses in Alzheimer’s
Disease. Frontiers in Neurology 10 (2019). https://doi.org/10.3389/fneur.2019.
00360

[26] Changui Chun, Byungho Park, and Chungkon Shi. 2020. Re-Living Suspense:
Emotional and Cognitive Responses During Repeated Exposure to Suspenseful
Film. Frontiers in Psychology 11 (2020). https://www.frontiersin.org/articles/10.
3389/fpsyg.2020.558234

[27] Alice Cronin-Golomb, Suzanne Corkin, Joseph F. Rizzo, Jennifer Cohen, John H.
Growdon, and Kathleen S. Banks. 1991. Visual dysfunction in Alzheimer’s
disease: Relation to normal aging. Annals of Neurology 29, 1 (1991), 41–52.
https://doi.org/10.1002/ana.410290110

https://doi.org/10.3102/0013189x09336671
https://www.alzint.org/u/WorldAlzheimerReport2018.pdf
https://www.alzint.org/u/WorldAlzheimerReport2018.pdf
https://doi.org/10.1002/alz.12328
https://doi.org/10.1108/jmhtep-10-2015-0048
https://doi.org/10.1108/jmhtep-10-2015-0048
https://doi.org/10.1136/qshc.2009.038562
https://doi.org/10.1002/alz.12006
https://doi.org/10.1002/alz.12006
https://doi.org/10.1145/3290605.3300832
https://doi.org/10.1016/j.jamda.2010.10.002
https://doi.org/10.1145/3290605.3300528
https://doi.org/10.1145/3290605.3300528
https://doi.org/10.1071/py18079
https://doi.org/10.1136/jnnp.2007.115998
https://doi.org/10.1136/jnnp.2007.115998
https://doi.org/10.1145/3411764.3445057
https://doi.org/10.1145/3411764.3445057
https://doi.org/10.1016/0005-7916(94)90063-9
https://doi.org/10.1016/0005-7916(94)90063-9
https://doi.org/10.1145/2940299.2940309
https://doi.org/10.1080/02701960.2013.801342
https://doi.org/10.1145/347642.347802
https://doi.org/10.1145/347642.347802
https://doi.org/10.3389/fneur.2012.00073
https://doi.org/10.1093/gerona/58.6.m548
https://doi.org/10.1097/jnr.0000000000000109
https://doi.org/10.1145/2441776.2441789
https://doi.org/10.3389/fneur.2019.00360
https://doi.org/10.3389/fneur.2019.00360
https://www.frontiersin.org/articles/10.3389/fpsyg.2020.558234
https://www.frontiersin.org/articles/10.3389/fpsyg.2020.558234
https://doi.org/10.1002/ana.410290110


CHI ’23, April 23–28, 2023, Hamburg, Germany Shen et al.

[28] Rajal Devshi, Sarah Shaw, Jordan Elliott-King, Eef Hogervorst, Avinash Hire-
math, Latha Velayudhan, Satheesh Kumar, Sarah Baillon, and Stephan Bande-
low. 2015. Prevalence of behavioural and psychological symptoms of demen-
tia in individuals with learning disabilities. Diagnostics 5, 4 (2015), 564–576.
https://doi.org/10.3390/diagnostics5040564

[29] Giada Di Stefano, Francesca Gino, Gary P. Pisano, and Bradley R. Staats. 2014.
Learning by thinking: How reflection aids performance. SSRN Electronic Journal
(2014). https://doi.org/10.2139/ssrn.2414478

[30] Helen Durgante, Milena Lucía Contreras, Tamara Backhouse, Angelique Mavro-
daris, Michele Gomes Ferreira, Debora Lee Paulo, Marcus Vinicius Alves,
Larissa da Serelli, Leonardo Cruz Souza, Naoko Kishita, and et al. 2020. Chal-
lenges in dementia care: Comparing key issues from Brazil and the United
Kingdom. Dementia amp; Neuropsychologia 14, 3 (2020), 216–222. https:
//doi.org/10.1590/1980-57642020dn14-030003

[31] James Elliman, Michael Loizou, and Fernando Loizides. 2016. Virtual reality
simulation training for student nurse education. 2016 8th International Confer-
ence on Games and Virtual Worlds for Serious Applications (VS-GAMES) (2016).
https://doi.org/10.1109/vs-games.2016.7590377

[32] Melina Evripidou, Andreas Charalambous, Nicos Middleton, and Evridiki Pa-
pastavrou. 2018. Nurses’ knowledge and attitudes about Dementia Care: Sys-
tematic Literature Review. Perspectives in Psychiatric Care 55, 1 (2018), 48–60.
https://doi.org/10.1111/ppc.12291

[33] DAVID P. FARRINGTON. 1991. Longitudinal Research Strategies: Advantages,
problems, and prospects. Journal of the American Academy of Child amp; Ado-
lescent Psychiatry 30, 3 (1991), 369–374. https://doi.org/10.1097/00004583-
199105000-00003

[34] Franz Faul, Edgar Erdfelder, Albert-Georg Lang, and Axel Buchner. 2007.
G*Power 3: A flexible statistical power analysis program for the social, be-
havioral, and biomedical sciences. Behavior Research Methods 39, 2 (May 2007),
175–191. https://doi.org/10.3758/BF03193146

[35] Seth A. Gale, Diler Acar, and Kirk R. Daffner. 2018. Dementia. The American
Journal of Medicine 131, 10 (2018), 1161–1169. https://doi.org/10.1016/j.amjmed.
2018.01.022

[36] Joseph E Gaugler, Rachel Zmora, Lauren L Mitchell, Jessica M Finlay, Colleen M
Peterson, Hayley McCarron, and Eric Jutkowitz. 2018. Six-month effectiveness
of remote activity monitoring for persons living with dementia and their family
caregivers: An experimental mixed methods study. The Gerontologist 59, 1 (2018),
78–89. https://doi.org/10.1093/geront/gny078

[37] Kathrin Gerling, Patrick Dickinson, Kieran Hicks, Liam Mason, Adalberto L.
Simeone, and Katta Spiel. 2020. Virtual Reality Games for People Using
Wheelchairs. In Proceedings of the 2020 CHI Conference on Human Factors in
Computing Systems (CHI ’20). Association for Computing Machinery, New York,
NY, USA, 1–11. https://doi.org/10.1145/3313831.3376265

[38] Justyna Gerłowska, Urszula Skrobas, Katarzyna Grabowska-Aleksandrowicz,
Agnieszka Korchut, Sebastian Szklener, Dorota Szczęśniak-Stańczyk, Dimitrios
Tzovaras, and Konrad Rejdak. 2018. Assessment of perceived attractiveness,
usability, and societal impact of a multimodal robotic assistant for aging patients
with memory impairments. Frontiers in Neurology 9 (2018). https://doi.org/10.
3389/fneur.2018.00392

[39] Clarissa Giebel. 2020. “Current dementia care: what are the difficulties and
how can we advance care globally?”. BMC Health Services Research 20, 1 (2020).
https://doi.org/10.1186/s12913-020-05307-1

[40] Neil S. Gittings and James L. Fozard. 1986. Age related changes in visual acuity.
Experimental Gerontology 21, 4-5 (1986), 423–433. https://doi.org/10.1016/0531-
5565(86)90047-1

[41] Veer B. Gupta, Nitin Chitranshi, Jurre den Haan, Mehdi Mirzaei, Yuyi You,
Jeremiah KH. Lim, Devaraj Basavarajappa, Angela Godinez, Silvia Di Angelanto-
nio, Perminder Sachdev, Ghasem H. Salekdeh, Femke Bouwman, Stuart Graham,
and Vivek Gupta. 2021. Retinal changes in Alzheimer’s disease— integrated
prospects of imaging, functional and molecular advances. Progress in Retinal
and Eye Research 82 (May 2021), 100899. https://doi.org/10.1016/j.preteyeres.
2020.100899

[42] Matthew Allan Hamilton, Anthony Paul Beug, Howard John Hamilton, and
Wil James Norton. 2021. Augmented Reality Technology for People Living with
Dementia and their Care Partners. In 2021 the 5th International Conference on
Virtual and Augmented Reality Simulations. ACM, Melbourne VIC Australia,
21–30. https://doi.org/10.1145/3463914.3463918

[43] Ann Helms, Kathryn Denson, Diane Brown, and Deborah Simpson. 2009. One
specialty at a time: Achieving competency in geriatrics through an e-learning
neurology clerkship module. Academic Medicine 84, Supplement (2009). https:
//doi.org/10.1097/acm.0b013e3181b37a38

[44] Nicole T.M. Hill, Loren Mowszowski, Sharon L. Naismith, Verity L. Chadwick,
Michael Valenzuela, and Amit Lampit. 2017. Computerized cognitive training
in older adults with mild cognitive impairment or dementia: A systematic
review and meta-analysis. American Journal of Psychiatry 174, 4 (2017), 329–340.
https://doi.org/10.1176/appi.ajp.2016.16030360

[45] Ladson Hinton, Carol E. Franz, Geetha Reddy, Yvette Flores, Richard L. Kravitz,
and Judith C. Barker. 2007. Practice constraints, behavioral problems, and

dementia care: Primary care physicians’ perspectives. Journal of General Internal
Medicine 22, 11 (2007), 1487–1492. https://doi.org/10.1007/s11606-007-0317-y

[46] Tomoki Hiramatsu, Masaya Kamei, Daiji Inoue, Akihiro Kawamura, Qi An, and
Ryo Kurazume. 2020. Development of dementia care training system based on
augmented reality and whole body wearable tactile sensor. In 2020 IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS). 4148–4154.
https://doi.org/10.1109/IROS45743.2020.9341039

[47] John V. Hobday, Kay Savik, and Joseph E. Gaugler. 2010. An internet-based
multimedia education prototype to enhance late-stage dementia care: Formative
research results. Geriatric Nursing 31, 6 (2010), 402–411. https://doi.org/10.
1016/j.gerinurse.2010.06.001

[48] Maarten Houben, Rens Brankaert, Gail Kenning, Inge Bongers, and Berry Eggen.
2022. Designing for Everyday Sounds at Home with People with Dementia and
their Partners. In Proceedings of the 2022 CHI Conference on Human Factors in
Computing Systems (CHI ’22). Association for Computing Machinery, New York,
NY, USA, 1–15. https://doi.org/10.1145/3491102.3501993

[49] Kuo-Ting Huang, Christopher Ball, Jessica Francis, Rabindra Ratan, Josephine
Boumis, and Joseph Fordham. 2019. Augmented Versus Virtual Reality in
Education: An Exploratory Study Examining Science Knowledge Retention
When Using Augmented Reality/Virtual Reality Mobile Applications. Cy-
berpsychology, Behavior and Social Networking 22, 2 (Feb 2019), 105–110. https:
//doi.org/10.1089/cyber.2018.0150

[50] A. Blair Irvine, Michelle Bourgeois, Molly Billow, and John R. Seeley. 2007.
Internet training for nurse aides to prevent resident aggression. Journal of the
American Medical Directors Association 8, 8 (2007), 519–526. https://doi.org/10.
1016/j.jamda.2007.05.002

[51] Lasse Jensen and Flemming Konradsen. 2018. A review of the use of virtual
reality head-mounted displays in education and training. Education and Infor-
mation Technologies 23, 4 (Jul 2018), 1515–1529. https://doi.org/10.1007/s10639-
017-9676-0

[52] Cindy Jones, Daniel Khalil, Karanjot Mander, Alexandra Yeoh, and Christian
Moro. 2022. Providing dementia education with augmented reality: a health
sciences and medicine feasibility pilot study. Research in Learning Technology
30 (May 2022). https://doi.org/10.25304/rlt.v30.2668

[53] Linda Helena Jütten, Ruth Elaine Mark, Ben Wilhelmus Maria Janssen, Jan
Rietsema, Rose-Marie Dröes, and Margriet Maria Sitskoorn. 2017. Testing the
effectivity of the mixed virtual reality training into d’mentia for informal care-
givers of people with dementia: Protocol for a longitudinal, quasi-experimental
study. BMJ Open 7, 8 (2017). https://doi.org/10.1136/bmjopen-2016-015702

[54] Linda Helena Jütten, Ruth Elaine Mark, Ben Wilhelmus Maria Janssen, Jan
Rietsema, Rose-Marie Dröes, and Margriet Maria Sitskoorn. 2017. Testing the
effectivity of the mixed virtual reality training into d’mentia for informal care-
givers of people with dementia: Protocol for a longitudinal, quasi-experimental
study. BMJ Open 7, 8 (2017). https://doi.org/10.1136/bmjopen-2016-015702

[55] Simeon Keates and Peter Olaf Looms. 2014. The role of simulation in designing
for Universal Access. Universal Access in Human-Computer Interaction. Design
and Development Methods for Universal Access (2014), 54–63. https://doi.org/10.
1007/978-3-319-07437-5_6

[56] Lori I. Kidd, Samantha J. Knisley, and Karyn I. Morgan. 2012. Effectiveness of
a Second Life® Simulation as a Teaching Strategy for Undergraduate Mental
Health Nursing Students. Journal of Psychosocial Nursing and Mental Health
Services 50, 7 (2012), 28–37. https://doi.org/10.3928/02793695-20120605-04

[57] Gary Kiger. 1992. Disability Simulations: logical methodological and ethical
issues. Disability, Handicap Society 7, 1 (Mar 1992), 71–78. https://doi.org/10.
1080/02674649266780061

[58] Amanda Lazar, Caroline Edasis, and Anne Marie Piper. 2017. Supporting People
withDementia in Digital Social Sharing. In Proceedings of the 2017 CHI Conference
on Human Factors in Computing Systems (CHI ’17). Association for Computing
Machinery, New York, NY, USA, 2149–2162. https://doi.org/10.1145/3025453.
3025586

[59] Goo Joo Lee, Heui Je Bang, Kyoung Moo Lee, Hyun Ho Kong, Hyeun Suk Seo,
Minwoo Oh, and Miyeon Bang. 2018. A comparison of the effects between 2
computerized cognitive training programs, Bettercog and COMCOG, on elderly
patients with MCI and mild dementia. Medicine 97, 45 (2018). https://doi.org/
10.1097/md.0000000000013007

[60] Shaun Wen Lee and Pei-Lee Teh. 2020. “suiting up” to enhance empathy toward
aging: A randomized controlled study. Frontiers in Public Health 8 (2020). https:
//doi.org/10.3389/fpubh.2020.00376

[61] Jennifer Leo and Donna Goodwin. 2014. Negotiated Meanings of Disability
Simulations in an Adapted Physical Activity Course: Learning From Student
Reflections. Adapted Physical Activity Quarterly 31, 2 (Apr 2014), 144–161.

[62] Connie Lethin, Lottie Giertz, Emme-Li Vingare, and Ingalill Rahm Hallberg.
2018. Dementia care and service systems – a mapping system tested in nine
Swedish municipalities. BMC Health Services Research 18, 1 (Oct 2018). https:
//doi.org/10.1186/s12913-018-3592-x

[63] Frank R. Lin, E. Jeffrey Metter, Richard J. O’Brien, Susan M. Resnick, Alan B. Zon-
derman, and Luigi Ferrucci. 2011. Hearing Loss and Incident Dementia. Archives
of Neurology 68, 2 (Feb 2011), 214–220. https://doi.org/10.1001/archneurol.2010.

https://doi.org/10.3390/diagnostics5040564
https://doi.org/10.2139/ssrn.2414478
https://doi.org/10.1590/1980-57642020dn14-030003
https://doi.org/10.1590/1980-57642020dn14-030003
https://doi.org/10.1109/vs-games.2016.7590377
https://doi.org/10.1111/ppc.12291
https://doi.org/10.1097/00004583-199105000-00003
https://doi.org/10.1097/00004583-199105000-00003
https://doi.org/10.3758/BF03193146
https://doi.org/10.1016/j.amjmed.2018.01.022
https://doi.org/10.1016/j.amjmed.2018.01.022
https://doi.org/10.1093/geront/gny078
https://doi.org/10.1145/3313831.3376265
https://doi.org/10.3389/fneur.2018.00392
https://doi.org/10.3389/fneur.2018.00392
https://doi.org/10.1186/s12913-020-05307-1
https://doi.org/10.1016/0531-5565(86)90047-1
https://doi.org/10.1016/0531-5565(86)90047-1
https://doi.org/10.1016/j.preteyeres.2020.100899
https://doi.org/10.1016/j.preteyeres.2020.100899
https://doi.org/10.1145/3463914.3463918
https://doi.org/10.1097/acm.0b013e3181b37a38
https://doi.org/10.1097/acm.0b013e3181b37a38
https://doi.org/10.1176/appi.ajp.2016.16030360
https://doi.org/10.1007/s11606-007-0317-y
https://doi.org/10.1109/IROS45743.2020.9341039
https://doi.org/10.1016/j.gerinurse.2010.06.001
https://doi.org/10.1016/j.gerinurse.2010.06.001
https://doi.org/10.1145/3491102.3501993
https://doi.org/10.1089/cyber.2018.0150
https://doi.org/10.1089/cyber.2018.0150
https://doi.org/10.1016/j.jamda.2007.05.002
https://doi.org/10.1016/j.jamda.2007.05.002
https://doi.org/10.1007/s10639-017-9676-0
https://doi.org/10.1007/s10639-017-9676-0
https://doi.org/10.25304/rlt.v30.2668
https://doi.org/10.1136/bmjopen-2016-015702
https://doi.org/10.1136/bmjopen-2016-015702
https://doi.org/10.1007/978-3-319-07437-5_6
https://doi.org/10.1007/978-3-319-07437-5_6
https://doi.org/10.3928/02793695-20120605-04
https://doi.org/10.1080/02674649266780061
https://doi.org/10.1080/02674649266780061
https://doi.org/10.1145/3025453.3025586
https://doi.org/10.1145/3025453.3025586
https://doi.org/10.1097/md.0000000000013007
https://doi.org/10.1097/md.0000000000013007
https://doi.org/10.3389/fpubh.2020.00376
https://doi.org/10.3389/fpubh.2020.00376
https://doi.org/10.1186/s12913-018-3592-x
https://doi.org/10.1186/s12913-018-3592-x
https://doi.org/10.1001/archneurol.2010.362
https://doi.org/10.1001/archneurol.2010.362


Co-Design and Evaluation of a Dementia Education Augmented Reality Experience for Medical Workers CHI ’23, April 23–28, 2023, Hamburg, Germany

362
[64] Rianne M. Linde, Tom Dening, Fiona E. Matthews, and Carol Brayne. 2013.

Grouping of behavioural and psychological symptoms of dementia. International
Journal of Geriatric Psychiatry 29, 6 (2013), 562–568. https://doi.org/10.1002/
gps.4037

[65] Stephen Lindsay, Katie Brittain, Daniel Jackson, Cassim Ladha, Karim Ladha, and
Patrick Olivier. 2012. Empathy, participatory design and people with dementia.
In Proceedings of the SIGCHI conference on Human factors in computing systems.
521–530.

[66] Gill Livingston, Jonathan Huntley, Andrew Sommerlad, David Ames, Clive
Ballard, Sube Banerjee, Carol Brayne, Alistair Burns, Jiska Cohen-Mansfield,
Claudia Cooper, and et al. 2020. Dementia prevention, intervention, and care:
2020 report of The Lancet Commission. The Lancet 396, 10248 (2020), 413–446.
https://doi.org/10.1016/s0140-6736(20)30367-6

[67] Francesca Luconi. 2008. Exploring rural family physicians’ learning from a web-
based continuing medical education program on alzheimer’s disease: A pilot study.
Ph. D. Dissertation. Department of Educational and Counselling Psychology.

[68] Alicia López-de Eguileta, Carmen Lage, Sara López-García, Ana Pozueta,
María García-Martínez, Martha Kazimierczak, María Bravo, María de Arcocha-
Torres, Ignacio Banzo, Julio Jimenez-Bonilla, Andrea Cerveró, Eloy Rodríguez-
Rodríguez, Pascual Sánchez-Juan, and Alfonso Casado. 2019. Ganglion cell layer
thinning in prodromal Alzheimer’s disease defined by amyloid PET. Alzheimer’s
Dementia: Translational Research Clinical Interventions 5 (Oct 2019), 570–578.
https://doi.org/10.1016/j.trci.2019.08.008

[69] Moira Maguire and Brid Delahunt. 2017. Doing a thematic analysis: A practical,
step-by-step guide for learning and teaching scholars. All Ireland Journal
of Higher Education 9, 33 (Oct 2017). https://ojs.aishe.org/index.php/aishe-
j/article/view/335

[70] Rod A. Martin, Glen E. Berry, Tobi Dobranski, Marilyn Horne, and Philip G.
Dodgson. 1996. Emotion Perception Threshold: Individual Differences in Emo-
tional Sensitivity. Journal of Research in Personality 30, 2 (Jun 1996), 290–305.
https://doi.org/10.1006/jrpe.1996.0019

[71] Jiří Masopust, Dita Protopopová, Martin Vališ, Zbyšek Pavelek, and Blanka Klí-
mová. 2018. Treatment of behavioral and psychological symptoms of dementias
with psychopharmaceuticals: A Review. Neuropsychiatric Disease and Treatment
Volume 14 (2018), 1211–1220. https://doi.org/10.2147/ndt.s163842

[72] W Mittenberg. 1994. Impaired depth perception discriminates Alzheimer’s
dementia from aging and major depression. Archives of Clinical Neuropsychology
9, 1 (1994), 71–79. https://doi.org/10.1016/0887-6177(94)90015-9

[73] Wendy Moyle. 2019. The promise of technology in the future of Dementia Care.
Nature Reviews Neurology 15, 6 (2019), 353–359. https://doi.org/10.1038/s41582-
019-0188-y

[74] Wendy Moyle, Cindy Jones, Marie Cooke, Siobhan O’Dwyer, Billy Sung, and
Suzie Drummond. 2014. Connecting the person with dementia and family: A
feasibility study of a telepresence robot. BMC Geriatrics 14, 1 (2014). https:
//doi.org/10.1186/1471-2318-14-7

[75] Kevin Muirhead, Leah Macaden, Keith Smyth, Colin Chandler, Charlotte
Clarke, Rob Polson, and Chris O’Malley. 2022. The characteristics of effective
technology-enabled Dementia Education: A systematic review and mixed re-
search synthesis. Systematic Reviews 11, 1 (2022). https://doi.org/10.1186/s13643-
021-01866-4

[76] Michelle R. Nario-Redmond, Dobromir Gospodinov, and Angela Cobb. 2017.
Crip for a day: The unintended negative consequences of disability simulations.
Rehabilitation Psychology 62, 3 (Aug 2017), 324–333. https://doi.org/10.1037/
rep0000127

[77] Emma Nichols, Jaimie D Steinmetz, Stein Emil Vollset, Kai Fukutaki, Julian
Chalek, Foad Abd-Allah, Amir Abdoli, Ahmed Abualhasan, Eman Abu-Gharbieh,
Tayyaba Tayyaba Akram, and et al. 2022. Estimation of the global prevalence
of dementia in 2019 and forecasted prevalence in 2050: An analysis for the
global burden of disease study 2019. The Lancet Public Health 7, 2 (2022). https:
//doi.org/10.1016/s2468-2667(21)00249-8

[78] F. Nourhashémi, S. Andrieu, N. Sastres, J. L. Ducassé, D. Lauque, A. J. Sinclair,
J. L. Albaréde, and B. J. Vellas. 2001. Descriptive Analysis of Emergency Hospital
admissions of patients with alzheimer disease. Alzheimer Disease and Associated
Disorders 15, 1 (2001), 21–25. https://doi.org/10.1097/00002093-200101000-00003

[79] Vistolina Nuuyoma. 2017. The group-based assessment approach in Nursing
Education: The perspective of nursing students on group-based ssessment pro-
cess at a Namibian University. International Journal of Higher Education 6, 3
(2017), 91. https://doi.org/10.5430/ijhe.v6n3p91

[80] Yukihiro Ohno, Naofumi Kunisawa, and Saki Shimizu. 2019. Antipsychotic
treatment of behavioral and psychological symptoms of dementia (BPSD): Man-
agement of Extrapyramidal Side effects. Frontiers in Pharmacology 10 (2019).
https://doi.org/10.3389/fphar.2019.01045

[81] Yoshitaka Ouchi, Kenichi Meguro, Kyoko Akanuma, Yuriko Kato, and Satoshi
Yamaguchi. 2015. Normal hearing ability but impaired auditory selective
attention associated with prediction of response to Donepezil in patients
with alzheimer’s disease. Behavioural Neurology 2015 (2015), 1–6. https:
//doi.org/10.1155/2015/540348

[82] Cecilia M. Patino, Roberta McKean-Cowdin, Stanley P. Azen, Jessica Chung
Allison, Farzana Choudhury, and Rohit Varma. 2010. Central and Peripheral
Visual Impairment and the Risk of Falls and Falls with Injury. Ophthalmology
117, 2 (2010). https://doi.org/10.1016/j.ophtha.2009.06.063

[83] Charles A. Poynton. 2007. Digital Video and HDTV: Algorithms and interfaces.
Morgan Kaufmann.

[84] Mohammad Rababa and Dina Masha’al. 2020. Using branching path simulations
in critical thinking of pain management among nursing students: Experimental
study. Nurse Education Today 86 (2020), 104323. https://doi.org/10.1016/j.nedt.
2019.104323

[85] R. Raja and P. C. Nagasubramani. 2018. Impact of modern technology in Ed-
ucation. Journal of Applied and Advanced Research (2018). https://doi.org/10.
21839/jaar.2018.v3is1.165

[86] Jill Rasmussen and Haya Langerman. 2019. Alzheimer’s Disease – Why We
Need Early Diagnosis. Degenerative Neurological and Neuromuscular Disease
Volume 9 (Dec 2019), 123–130. https://doi.org/10.2147/dnnd.s228939

[87] Andrew Robinson, Claire Eccleston, Michael Annear, Kate-Ellen Elliott, Sharon
Andrews, Christine Stirling, Michael Ashby, Catherine Donohue, Susan Banks,
Christine Toye, and et al. 2014. Who knows, who cares? dementia knowledge
among nurses, care workers, and family members of people living with demen-
tia. Journal of Palliative Care 30, 3 (2014), 158–165. https://doi.org/10.1177/
082585971403000305

[88] R. Rosdinom, M.Z.N. Zarina, M.S. Zanariah, M. Marhani, and W. Suzaily. 2013.
Behavioural and psychological symptoms of dementia, cognitive impairment
and caregiver burden in patients with dementia. Preventive Medicine 57 (2013).
https://doi.org/10.1016/j.ypmed.2012.12.025

[89] Reiko Sakashita. 2018. Features of women’s leadership and nursing in Japanese
culture. Asian/Pacific Island Nursing Journal 3, 2 (2018), 50–55. https://doi.org/
10.31372/20180302.1081

[90] Mariko Sakka, Jun Goto, Sachiko Kita, Iori Sato, Takafumi Soejima, and
Kiyoko Kamibeppu. 2018. Associations among behavioral and psychologi-
cal symptoms of dementia, care burden, and family-to-work conflict of em-
ployed family caregivers. Geriatrics amp; Gerontology International (2018).
https://doi.org/10.1111/ggi.13556

[91] Elena Salobrar-García, Rosa de Hoz, Ana I. Ramírez, Inés López-Cuenca, Pilar
Rojas, Ravi Vazirani, Carla Amarante, Raquel Yubero, Pedro Gil, María D. Pinazo-
Durán, Juan J. Salazar, and José M. Ramírez. 2019. Changes in visual function
and retinal structure in the progression of Alzheimer’s disease. PLoS ONE 14, 8
(Aug 2019), e0220535. https://doi.org/10.1371/journal.pone.0220535

[92] Cláudia Y. Santos, Lenworth N. Johnson, Stuart E. Sinoff, Elena K. Festa,
William C. Heindel, and Peter J. Snyder. 2018. Change in retinal structural
anatomy during the preclinical stage of alzheimer’s disease. Alzheimer’s amp;
Dementia: Diagnosis, Assessment amp; Disease Monitoring 10, 1 (2018), 196–209.
https://doi.org/10.1016/j.dadm.2018.01.003

[93] Cara Sass, Natasha Burnley, Michelle Drury, Jan Oyebode, and Claire Surr.
2019. Factors associated with successful dementia education for practitioners
in primary care: An in-depth case study. BMC Medical Education 19, 1 (2019).
https://doi.org/10.1186/s12909-019-1833-2

[94] Shosuke Satake. 2018. Kihon checklist and frailty. Nippon Ronen Igakkai Zasshi.
Japanese Journal of Geriatrics 55, 3 (2018), 319–328. https://doi.org/10.3143/
geriatrics.55.319

[95] Raphael Schlembach and Nicola Clewer. 2021. ‘Forced empathy’: Manipulation,
trauma and affect in virtual reality film. International Journal of Cultural Studies
24, 5 (Sep 2021), 827–843. https://doi.org/10.1177/13678779211007863

[96] Sascha G Schmidt, Martin NDichter, Rebecca Palm, andHansMartin Hasselhorn.
2012. Distress experienced by nurses in response to the challenging behaviour
of residents - evidence from German nursing homes. Journal of Clinical Nursing
21, 21-22 (2012), 3134–3142. https://doi.org/10.1111/jocn.12066

[97] Michael Schwenk, Klaus Hauer, Tania Zieschang, Stefan Englert, Jane Mohler,
and Bijan Najafi. 2014. Sensor-derived physical activity parameters can predict
future falls in people with dementia. Gerontology 60, 6 (2014), 483–492. https:
//doi.org/10.1159/000363136

[98] Michael A. Seropian, Kimberly Brown, Jesika Samuelson Gavilanes, and Bonnie
Driggers. 2004. An approach to simulation program development. Journal
of Nursing Education 43, 4 (2004), 170–174. https://doi.org/10.3928/01484834-
20040401-02

[99] Xianwen Shang, Zhuoting Zhu, Yu Huang, Xueli Zhang, Wei Wang, Danli Shi,
Yu Jiang, Xiaohong Yang, and Mingguang He. 2021. Associations of ophthalmic
and systemic conditions with incident dementia in the UK Biobank. The British
Journal of Ophthalmology (Sep 2021), bjophthalmol–2021–319508. https://doi.
org/10.1136/bjophthalmol-2021-319508

[100] Lijiang Shen. 2010. On a scale of state empathy during message processing.
Western Journal of Communication 74, 5 (2010), 504–524. https://doi.org/10.
1080/10570314.2010.512278

[101] Mel Slater, Cristina Gonzalez-Liencres, Patrick Haggard, Charlotte Vinkers, Re-
becca Gregory-Clarke, Steve Jelley, Zillah Watson, Graham Breen, Raz Schwarz,
William Steptoe, Dalila Szostak, Shivashankar Halan, Deborah Fox, and Jeremy
Silver. 2020. The Ethics of Realism in Virtual and Augmented Reality. Frontiers

https://doi.org/10.1001/archneurol.2010.362
https://doi.org/10.1002/gps.4037
https://doi.org/10.1002/gps.4037
https://doi.org/10.1016/s0140-6736(20)30367-6
https://doi.org/10.1016/j.trci.2019.08.008
https://ojs.aishe.org/index.php/aishe-j/article/view/335
https://ojs.aishe.org/index.php/aishe-j/article/view/335
https://doi.org/10.1006/jrpe.1996.0019
https://doi.org/10.2147/ndt.s163842
https://doi.org/10.1016/0887-6177(94)90015-9
https://doi.org/10.1038/s41582-019-0188-y
https://doi.org/10.1038/s41582-019-0188-y
https://doi.org/10.1186/1471-2318-14-7
https://doi.org/10.1186/1471-2318-14-7
https://doi.org/10.1186/s13643-021-01866-4
https://doi.org/10.1186/s13643-021-01866-4
https://doi.org/10.1037/rep0000127
https://doi.org/10.1037/rep0000127
https://doi.org/10.1016/s2468-2667(21)00249-8
https://doi.org/10.1016/s2468-2667(21)00249-8
https://doi.org/10.1097/00002093-200101000-00003
https://doi.org/10.5430/ijhe.v6n3p91
https://doi.org/10.3389/fphar.2019.01045
https://doi.org/10.1155/2015/540348
https://doi.org/10.1155/2015/540348
https://doi.org/10.1016/j.ophtha.2009.06.063
https://doi.org/10.1016/j.nedt.2019.104323
https://doi.org/10.1016/j.nedt.2019.104323
https://doi.org/10.21839/jaar.2018.v3is1.165
https://doi.org/10.21839/jaar.2018.v3is1.165
https://doi.org/10.2147/dnnd.s228939
https://doi.org/10.1177/082585971403000305
https://doi.org/10.1177/082585971403000305
https://doi.org/10.1016/j.ypmed.2012.12.025
https://doi.org/10.31372/20180302.1081
https://doi.org/10.31372/20180302.1081
https://doi.org/10.1111/ggi.13556
https://doi.org/10.1371/journal.pone.0220535
https://doi.org/10.1016/j.dadm.2018.01.003
https://doi.org/10.1186/s12909-019-1833-2
https://doi.org/10.3143/geriatrics.55.319
https://doi.org/10.3143/geriatrics.55.319
https://doi.org/10.1177/13678779211007863
https://doi.org/10.1111/jocn.12066
https://doi.org/10.1159/000363136
https://doi.org/10.1159/000363136
https://doi.org/10.3928/01484834-20040401-02
https://doi.org/10.3928/01484834-20040401-02
https://doi.org/10.1136/bjophthalmol-2021-319508
https://doi.org/10.1136/bjophthalmol-2021-319508
https://doi.org/10.1080/10570314.2010.512278
https://doi.org/10.1080/10570314.2010.512278


CHI ’23, April 23–28, 2023, Hamburg, Germany Shen et al.

in Virtual Reality 1 (2020). https://www.frontiersin.org/articles/10.3389/frvir.
2020.00001

[102] Mel Slater, Pankaj Khanna, Jesper Mortensen, and Insu Yu. 2009. Visual
Realism Enhances Realistic Response in an Immersive Virtual Environment.
IEEE Computer Graphics and Applications 29, 3 (May 2009), 76–84. https:
//doi.org/10.1109/MCG.2009.55

[103] Peter J. Smith. 2003. Workplace Learning and Flexible Delivery. Review of Educa-
tional Research 73, 1 (2003), 53–88. https://doi.org/10.3102/00346543073001053

[104] Elizabeth Stowell, Yixuan Zhang, Carmen Castaneda-Sceppa, Margie Lachman,
and Andrea G. Parker. 2019. Caring for Alzheimer’s Disease Caregivers: A Qual-
itative Study Investigating Opportunities for Exergame Innovation. Proceedings
of the ACM on Human-Computer Interaction 3, CSCW (2019), 130:1–130:27.
https://doi.org/10.1145/3359232

[105] Claire A. Surr, Cara Gates, Donna Irving, Jan Oyebode, Sarah Jane Smith, Sah-
dia Parveen, Michelle Drury, and Alison Dennison. 2017. Effective dementia
education and training for the Health and Social Care Workforce: A systematic
review of the literature. Review of Educational Research 87, 5 (2017), 966–1002.
https://doi.org/10.3102/0034654317723305

[106] Yukiko Suzuki, Hiroaki Kazui, Kenji Yoshiyama, Shingo Azuma, Hideki
Kanemoto, Shunsuke Sato, Takashi Suehiro, and Manabu Ikeda. 2018. Ad-
vantages of different care services for reducing neuropsychiatric symptoms in
dementia patients. Psychogeriatrics 18, 4 (2018), 252–258. https://doi.org/10.
1111/psyg.12317

[107] Dag Svanaes and Gry Seland. 2004. Putting the users center stage: role playing
and low-fi prototyping enable end users to design mobile systems. In Proceedings
of the SIGCHI Conference on Human Factors in Computing Systems (CHI ’04).
Association for Computing Machinery, New York, NY, USA, 479–486. https:
//doi.org/10.1145/985692.985753

[108] Zaldy S. Tan, Lee Jennings, and David Reuben. 2014. Coordinated Care Man-
agement For Dementia In A Large Academic Health System. Health Affairs 33,
4 (Apr 2014), 619–625. https://doi.org/10.1377/hlthaff.2013.1294

[109] Kymeng Tang, Kathrin Gerling, and Luc Geurts. 2022. Virtual feed: Design and
evaluation of a virtual reality simulation addressing the lived experience of
breastfeeding. CHI Conference on Human Factors in Computing Systems (2022).
https://doi.org/10.1145/3491102.3517620

[110] Myrte Thoolen, Francesca Toso, Sebastiaan T.M. Peek, Yuan Lu, and Rens
Brankaert. 2022. LivingMoments: Bespoke Social Communication for People liv-
ing with Dementia and their Relatives. In Proceedings of the 2022 CHI Conference
on Human Factors in Computing Systems (CHI ’22). Association for Computing
Machinery, New York, NY, USA, 1–18. https://doi.org/10.1145/3491102.3517430

[111] Olivier Pierre Tible, Florian Riese, Egemen Savaskan, and Armin von Gunten.
2017. Best practice in the management of behavioural and psychological symp-
toms of dementia. Therapeutic Advances in Neurological Disorders 10, 8 (2017),
297–309. https://doi.org/10.1177/1756285617712979

[112] Garreth W. Tigwell. 2021. Nuanced Perspectives Toward Disability Simulations
fromDigital Designers, Blind, LowVision, and Color Blind People. In Proceedings
of the 2021 CHI Conference on Human Factors in Computing Systems (CHI ’21).
Association for Computing Machinery, New York, NY, USA, 1–15. https://doi.
org/10.1145/3411764.3445620

[113] Suzanne Timmons, Emma O’Shea, Desmond O’Neill, Paul Gallagher, Anna
de Siún, Denise McArdle, Patricia Gibbons, and Sean Kennelly. 2016. Acute
Hospital Dementia Care: Results from a national audit. BMC Geriatrics 16, 1
(2016). https://doi.org/10.1186/s12877-016-0293-3

[114] Alison Warren. 2022. Behavioral and psychological symptoms of dementia as a
means of communication: Considerations for reducing stigma and promoting
person-centered care. Frontiers in Psychology 13 (2022). https://doi.org/10.3389/
fpsyg.2022.875246

[115] Jenny Waycott, Ryan M. Kelly, Steven Baker, Barbara Barbosa Neves,
Kong Saoane Thach, and Reeva Lederman. 2022. The Role of Staff in Facil-
itating Immersive Virtual Reality for Enrichment in Aged Care: An Ethic of
Care Perspective. In Proceedings of the 2022 CHI Conference on Human Factors in
Computing Systems (CHI ’22). Association for Computing Machinery, New York,
NY, USA, 1–17. https://doi.org/10.1145/3491102.3501956

[116] Eva M. Wijma, Marjolein A. Veerbeek, Marleen Prins, Anne Margriet Pot, and
Bernadette M. Willemse. 2017. A virtual reality intervention to improve the
understanding and empathy for people with dementia in informal caregivers:
Results of a pilot study. Aging amp; Mental Health 22, 9 (2017), 1121–1129.
https://doi.org/10.1080/13607863.2017.1348470

[117] Dennis Wolf, Daniel Besserer, Karolina Sejunaite, Matthias Riepe, and Enrico
Rukzio. 2018. cARe: An Augmented Reality Support System for Dementia
Patients. In The 31st Annual ACM Symposium on User Interface Software and
Technology Adjunct Proceedings. ACM, Berlin Germany, 42–44. https://doi.org/
10.1145/3266037.3266095

[118] Dieter Wolke, Andrea Waylen, Muthanna Samara, Colin Steer, Robert Goodman,
Tamsin Ford, and Koen Lamberts. 2009. Selective drop-out in longitudinal
studies and non-biased prediction of behaviour disorders. The British Journal of
Psychiatry 195, 3 (Sep 2009), 249–256. https://doi.org/10.1192/bjp.bp.108.053751

[119] Hyeon Jeong Yoon, Hyun Sik Moon, Mi Sun Sung, Sang Woo Park, and Hwan
Heo. 2021. Effects of prolonged use of virtual reality smartphone-based head-
mounted display on visual parameters: a randomised controlled trial. Scientific
Reports 11, 11 (Jul 2021), 15382. https://doi.org/10.1038/s41598-021-94680-w

[120] Insu Yu, Jesper Mortensen, Pankaj Khanna, Bernhard Spanlang, and Mel Slater.
2012. Visual Realism Enhances Realistic Response in an Immersive Virtual
Environment - Part 2. IEEE Computer Graphics and Applications 32, 6 (Nov 2012),
36–45. https://doi.org/10.1109/MCG.2012.121

https://www.frontiersin.org/articles/10.3389/frvir.2020.00001
https://www.frontiersin.org/articles/10.3389/frvir.2020.00001
https://doi.org/10.1109/MCG.2009.55
https://doi.org/10.1109/MCG.2009.55
https://doi.org/10.3102/00346543073001053
https://doi.org/10.1145/3359232
https://doi.org/10.3102/0034654317723305
https://doi.org/10.1111/psyg.12317
https://doi.org/10.1111/psyg.12317
https://doi.org/10.1145/985692.985753
https://doi.org/10.1145/985692.985753
https://doi.org/10.1377/hlthaff.2013.1294
https://doi.org/10.1145/3491102.3517620
https://doi.org/10.1145/3491102.3517430
https://doi.org/10.1177/1756285617712979
https://doi.org/10.1145/3411764.3445620
https://doi.org/10.1145/3411764.3445620
https://doi.org/10.1186/s12877-016-0293-3
https://doi.org/10.3389/fpsyg.2022.875246
https://doi.org/10.3389/fpsyg.2022.875246
https://doi.org/10.1145/3491102.3501956
https://doi.org/10.1080/13607863.2017.1348470
https://doi.org/10.1145/3266037.3266095
https://doi.org/10.1145/3266037.3266095
https://doi.org/10.1192/bjp.bp.108.053751
https://doi.org/10.1038/s41598-021-94680-w
https://doi.org/10.1109/MCG.2012.121

	Abstract
	1 Introduction
	2 Related Work
	2.1 Dementia and BPSD
	2.2 Dementia Care, Education, and Caregiver's Wellbeing
	2.3 Technology to Support Dementia

	3 Phase I: Exploring Medical Worker's Perspectives on Dementia Care and XR Technology 
	3.1 Methods
	3.2 Participants and Procedure
	3.3 Data Analysis and Methodology
	3.4 Results

	4 Phase II: Co-designing an Experience Prototype
	4.1 XR as an Experience Prototype
	4.2 Prototype Design
	4.3 Pilot Study: Evaluation from Stakeholders
	4.4 Results
	4.5 Prototype Revision

	5 Phase III: Evaluating Effectiveness of the AR Experience
	5.1 Methods
	5.2 Participants and Procedure
	5.3 Results

	6 Discussion
	6.1 Using XR Technology as a Tool in Clinical Education
	6.2 Challenges for Simulating Lived Experience in the Dementia Setting

	7 Limitations and Future Works
	8 Conclusion
	Acknowledgments
	References

