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ABSTRACT

Existing stage monitor mixing systems are inefficient and cannot ac-
commodate the communication between the musicians and sound
engineers. We introduce ARMixer, which allows musicians to per-
form self-stage monitor mixing through gestures in augmented
reality to provide an intuitive mixing experience. We performed
two usability tests and found that ARMixer is acceptable to the user
and has excellent psychoacoustic intuitiveness in terms of mixing
parameter controls by gestures and identifying mixing target.
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1 INTRODUCTION

Audio mixing plays an important role in a music production, and us-
ing the visual metaphor of an audio mixing interface (AMI) can help
users familiarise with the interface layout, recall mixing knowledge,
and complete a mixing task. Compared to a conventional chan-
nel strip metaphor which is used with several knobs and faders,
the stage metaphor is based on the concept of “deep mixing” to
create a virtual stage that presents each audio channel through
spheres, providing an intuitive mixing experience [2019]. However,
stage metaphor is not widely used in the AMI field because the
AMI becomes cluttered and difficult to be manipulated when multi-
channels (spheres) need to be processed [2017; 2016]. Additionally,
current stage monitor mixing systems have various problems, for
instance, the sound from wedge monitors would be “collected” by
microphones, once it is too loud, there is a risk of whistling. Also, it
is a high cost for small venues to use in-ear monitors. More impor-
tantly, the communication efficiency of mixing between musicians
and sound engineers is also a challenge [2012]. [2015] proposed a
mobile application to allow performers to mix monitors, but switch-
ing the interface between the instrument and phone screen may
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interfere with the performers’ ongoing task. Therefore, we intro-
duce ARMixer, a system which uses the stage metaphor for its
interface, allows musicians to perform an in-situ self-stage monitor
mixing through gestures in augmented reality (AR) and provides
the intuitive mixing experience.

2 DESIGN & IMPLEMENTATION

Each musician with an instrument on stage can actually be seen as a
single audio channel. We designed ARMixer so that the virtual AMI
corresponds to the position and placement of other surrounding
musicians. Only one audio channel is processed per mix, meaning
the interface is simple and the stage metaphor is appropriate to be
used in this monitor mixing scenario. Furthermore, compared to
a tangible interface that may affect the spectacle of the stage, the
interface leveraging AR is personalized because the stage monitor
serves the individual musician.

2.1 Hardware & Software

As shown in Fig 1, we simulated the video see-through AR HMD by
assembling the Oculus Quest 2 VR headset with the Zed Mini stereo
camera. The Leap Motion hand controller was also attached in front
of the VR headset for compatibility with natural gesture interaction.
In addition, we used an audio interface (Focusrite Scarlett 2i2) with
a microphone or other instruments connected as the real-time
audio input and output devices in the program. Finally, all gesture

interactions and interface were edited in Unity.
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Figure 1: ARMixer System Overview

2.2 User Interface

For the AMI elements, the single audio channel is represented by
a blue sphere following the stage metaphor paradigm. ARMixer
provides four mixing parameters: volume, pan, reverb, and equalizer
(high 12kHz, mid 2.5kHz, and low 80Hz frequencies). As shown
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Figure 2: ARMixer Interface: Volume, Pan, Reverb and
Equalizer Controls

Figure 3: Left: Experiment 1; Right: Experiment 2

in Fig 2, Volume Control: When the user holds their right hand
out with the palm facing upwards and moves it up and down along
the y-axis in space J, the audio volume increases and decreases
accordingly. When the volume increases, the opacity of the blue
sphere increases at the same rate. Pan Control: As the user keeps
their left palm facing downwards and moves it left or right along
the x-axis in space in front of them <, the audio source pans left
or right accordingly. Reverb Control: When the user zooms into
the floating sphere, the reverb becomes stronger as the sphere gets
bigger. The user can expand the sphere by pinching their two hands
simultaneously. Equalizer Control: The user can select the fader
by pinching with their right hand and moving up and down along
the y-axis in space J, while opening and closing their left palm to
switch the frequency.

3 USABILITY EVALUATION

We performed two preliminary usability evaluations for ARMixer
(Fig 3). All participants were given 10 minutes to familiarize them-
selves with the gestures. For the first study, 7 participants (3 males
and 4 females, age mean 24.29, SD 1.38, average 4.29 years of stage
performance experience) were recruited. Each participant was re-
quired to mix a vocal channel in a pre-recorded song. For the second
study, we invited 4 participants (3 males and 1 female, ages mean
25.75, SD 2.36, average 4 years of stage performance experience)
to simulate a stage monitor mixing scenario in a music practice
room. They were divided into two two-piece bands and were asked
to perform a real-time mixing of a bandmate’s channel.

4 RESULTS & DISCUSSION

We used the System Usability Scale (SUS) for evaluating the ac-
ceptability. As a result, the average SUS score from exI was 74.29
(SD 8.50), indicating that ARMixer was acceptable and has the
potential to be a good product (A score of 70 or more means an
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acceptable product). On the other hand, the average SUS score from
ex2 was 64.36 (SD 5.54), the score was decreased because partic-
ipants thought that they had to perform with their instruments
while mixing and the physical pressure from HMD distracted them
from the performance.

We evaluated the intuitiveness via a 5-point Likert Scale ques-
tionnaire which includes four intuitiveness of the metaphorical
relationship between gestural interaction and parameter control
and the identification of mixing target (only available in Ex2). In
Fig 4, the lower whiskers of the volume, pan, reverb controls were
above 4 from ex1, indicating strong agreements on all terms. Partic-
ipants have expressed different opinions in the equalizer control,
1 of 7 commented that the visualization of the reverb control was
not as intuitive and simple as the former three. In ex2, the lower
whiskers of the volume, equalizer controls, and the identification
of mixing target were above 4, suggesting that these three criteria
had excellent intuitiveness. Pan control also performed well as it
had a median of 4. Although participants from ex2 showed diverse
opinions, 2 of them agreed that reverb control was the most satis-
factory parameter control. However, all participants thought that
the accuracy of gesture recognition should be improved.
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Figure 4: Plot for Intuitiveness Evaluation

5 CONCLUSION & FUTURE WORK

The users deemed it acceptable to mix in AR. For our future works,
we will explore the use of optical AR glasses compatible with eye-
gaze tracking and use machine learning to improve the accuracy of
hand tracking. Finally, we hope to conduct more tests with profes-
sional musicians to receive more accurate insight.
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